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Abstract – Liquid hydrogen is an attractive fuel for future green 
economy, as it does not result in harmful pollution and can be 
produced using renewable energy. However, liquid hydrogen 
requires very low cryogenic temperatures, and even small heat 
leaks can cause hydrogen to evaporate. When transferring liquid 
hydrogen, such boiling may lead to instabilities, including density 
wave oscillations, which make the transfer process unstable and 
can lead to the system damage. In this study, a one-dimensional 
model originating from basic fluid mechanics equations is 
developed and applied to predict the onset of density wave 
oscillations and their limit-cycle properties in a pipe flow setup. 
The time-domain evolution of oscillating flow properties and 
stability boundaries are calculated and presented for variable 
system parameters. The present findings can help engineers assess 
and mitigate this undesirable phenomenon in liquid hydrogen 
transfer devices. 
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1. Introduction 

Since hydrogen does not emit harmful pollutants 
when reacting with oxygen, it is often considered as a 
major clean fuel for future economy [1]. However, to 
keep the hydrogen energy density acceptable for 
transportation means it must be kept in the liquid form 
which requires cryogenic temperatures [2]. During 
transfer of liquid hydrogen, heat leaks may cause partial 
boiling and result in various instabilities of two-phase 
fluid mixtures [3,4], including density wave oscillations 
(DWO), a subject of this study, which are common for 

more conventional steam systems [5]. Two-phase 
hydrogen boiling instabilities also occur during chill 
down processes, in evaporators, and when liquid 
hydrogen is used as a coolant for rocket engines. These 
instabilities may lead to unreliable fuelling, create safety 
risks, and cause structural damage. Thus, understanding 
and predicting of these oscillations in two-phase 
hydrogen flow is practically important.  

A number of studies of density wave oscillations in 
systems with more conventional fluids have been 
conducted in the past, reflected in reviews on this topic 
[6,7]. Examples of extensive experimental and 
computational studies can be found in [8,9]. The density 
wave oscillations appear due to coupling between 
various phenomena, including flow inertia, heat 
addition, phase change, and flow resistance. The increase 
of friction in two-phase flow relative to a liquid-phase 
case is especially important, as it leads to flow 
deceleration and higher evaporation, accompanied by 
even larger friction, thus creating positive feedback 
mechanisms that destabilize the flow. As a result, the 
flow in a pipe oscillates between states with high and low 
vapor content (Fig. 1), even at fixed boundary conditions. 

Modeling approaches of DWO usually rely on 
numerical solutions of one-dimensional governing fluid 
mechanics equations, often with simplified treatment of 
the system properties [10,11]. Even more approximate 
lumped-element methods allow for computationally 
inexpensive predictions, albeit at the expense of lower 
accuracy and restricted parametric range [12]. 

In the present work, the distributed, one-
dimensional approach is followed. The pipe flow system 
is discretised in the axial directions, and the governing 
equations are integrated in time to obtain a prediction 
time-domain evolution of the system, while using the 
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real cryogenic hydrogen properties [13]. The developed 
model is described in the next section, followed by 
results for representative unsteady solutions, the limit-
cycle magnitudes in the excited regimes, and stability 
boundary for setups with liquid hydrogen flow. 

 

 
 

Figure 1. Schematics of system states at two time instances 
during DWO cycle in two-phase pipe flow with heat addition. 
 

2. Mathematical Model 
The considered configuration, shown in Figure 1, 

involves a pipe with two restrictions at the inlet and 
outlet. The pressure differential across the system drives 
the flow, while heat is externally supplied to the pipe 
leading to flow boiling. The following main assumptions 
are used in the model: 

⦁ One-dimensional flow in a straight pipe 
⦁ Homogeneous two-phase flow 
⦁ Thermodynamic equilibrium between phases 
⦁ No subcooled boiling 
⦁ Effect of thermal wall inertia on heat addition is 

ignored 
⦁ Viscous heating and pressure terms are neglected 

in the energy equation 
These assumptions affect the model accuracy, so 

proper validation must be performed to better 
understand the model limitations. (One validation case is 
presented below.) The homogeneous model ignores 
dependence of friction and heat transfer coefficients on 
different two-phase flow regimes that can be present at 
the same section-averaged flow quality. The wall 
thermal inertia may be important for setups with walls 
having large thermal mass and in transient scenarios. 
The ignored pressure terms are unlikely to have 
significant impact in most situations with relatively low-
speed flow. 

The governing continuity, momentum and energy 
equations can then be expressed as follows, 
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where 𝜌 is the fluid density, 𝐺 is the mass flux, 𝑡 is the 
time, 𝑧 is the coordinate along the tube, 𝑝 is the pressure, 
𝑔 is the gravitational acceleration, 𝜃 is the tube angle 
with respect to horizontal, 𝑓 is the friction factor, 𝐷 is the 
tube diameter, 𝐾𝑖𝑛 and 𝐾𝑜𝑢𝑡 are the minor loss 
coefficients of the inlet and outlet restrictions, 
respectively, ℎ is the specific enthalpy, 𝑞 is the wall heat 
flux, and 𝑃 and 𝐴 are the perimeter and cross-sectional 
area of the pipe. 

There are four variables in Eqs. (1-3), including 
density, mass flux, pressure, and enthalpy. The 
remaining equation to close the formulation is the 
equation of state. Here, the fluid density, enthalpy, and 
pressure are related using REFPROP software [13]. In 
most simulations presented below, parahydrogen is 
considered as the working fluid, while Freon-113 
properties are used in the validation study, for which test 
data are available. 

In addition, boundary conditions need to be defined 
at the inlet and outlet of the system. In this study, the 
pressure values are assigned at both boundaries, and the 
temperature or enthalpy of the subcooled liquid is given 
at the inlet. The initial conditions correspond to the 
steady flow of liquid through the pipe without heat 
addition. In the beginning of simulations, uniform wall 
heat flux is ramped up from zero to a given value over 
one second interval. 

For the friction coefficient in Eq. (2), one of the 
common correlations is applied for the turbulent single-
phase liquid flow in a smooth pipe [14], while the 
homogeneous equilibrium multiplier [15] is used for the 
two-phase flow, 
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where is the Reynolds number for pipe flow, 𝑥 is the 
quality, 𝑣𝑓 and 𝜇𝑓 is the specific volume and viscosity of 

the saturated liquid, respectively, and 𝑣𝑓𝑔 and 𝜇𝑓𝑔 is the 

differences between these properties at the saturated 
vapor and liquid states. 

Equations (1-3) are solved numerically using the 
finite-deference approach. The pipe is discretised into 
the nodes, including the inlet and outlet points. Pressure, 
density, and enthalpy are determined at the nodes, while 
mass fluxes are defined in the intervals between the 
nodes, following the common staggered arrangement. 
The convective derivatives are assessed using the 
upwind scheme, which depends on the local flow 
direction.  

As the governing equations are nonlinear, an 
iterative algorithm is employed at each time step similar 
to that described in [16]. At each iteration, a linear 
system of equations is formed for variables 𝐺, 𝑝, and ℎ by 
using the values from the previous iteration in the 
nonlinear terms for these variables and the fluid density. 
After that, the density is determined from new values of 
𝑝 and ℎ using REFPROP. Then, the calculation is repeated 
with updated variables. The iterations continue until 
variables stop changing, and transition to a new time 
step is performed. Thus, a time-dependent solution is 
obtained, describing flow evolution in the system. In case 
of a stable operational condition, the system settles 
down to a steady flow solution. In unstable situations, 
the system variables exhibit oscillations.  

 
3. Results and Discussion 

To provide confidence in the employed model, a 
comparison with experimental data has been made. 
Although no test results on density wave oscillations exist 
for liquid hydrogen, there is experimental information for 
other fluids, such as freon-113 reported in [17]. The setup 
involved a vertical 3.5-m-long, 0.01-m-diameter tube with 
adiabatic initial section of length 0.8 m and uniformly 
heated downstream section at 12-bar mean pressure and 
outlet minor loss coefficient of 2.03. A comparison is 
shown in Table 1 in terms of commonly used for DWO the 
non-dimensional subcooling number and phase change 
number, 
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where ℎ𝑓 is the specific enthalpy of the saturated fluid, 

ℎ𝑓𝑔 is the difference between enthalpies of the saturated 

vapor and liquid, 𝑄̇ is the rate of supplied heat, and 𝑚̇ is 
the mass flow rate. 
 

Table 1. Comparison of test and model results. 

𝑁𝑠𝑢𝑏 𝐾𝑖𝑛 𝑁𝑝𝑐ℎ 

Test Model 
4.18 2.85 6.90 6.61 
3.97 6.55 7.74 7.23 

 
In the numerical simulation, the subcooling number 

and flow rate were kept the same as in the experiments, 
while the supplied heat (and therefore, the phase change 
number) was increased until non-attenuating oscillations 
were detected. An agreement for 𝑁𝑝𝑐ℎ of about 6% is 

deemed sufficient for the approximate modeling under the 
imposed assumptions. 

For demonstrating the application of the model for 
two-phase hydrogen flow, the default system parameters 
are selected as follows, mean pressure 3 bar, pressure 
drop 800 Pa, tube length 1 m, tube diameter 0.01 m, the 
inlet and outlet minor loss coefficients 1 and 10, 
respectively, and the horizontal tube orientation. 

 

 
Figure 2. Flow characteristics in stable system. 

 
An illustration of time-domain results for this system 

in the stable regime with the inlet liquid temperature of 20 
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K and wall heat flux of 12.5 kW/m2 is given in Figure 2. The 
flow characteristics include the inlet and outlet mass 
fluxes, pressure recorded at 5% and 95% of the tube 
length from the inlet, and the inlet and outlet quality and 
void fraction. Upon the initial settling period, caused by 
transition of initial liquid flow to the two-phase flow in the 
downstream portion of the tube, the flow characteristics 
approach steady values.  

The distribution of flow variables along the tube in 
this steady-state regime are shown in Figure 3. One can 
note the concentrated pressure changes near the inlet and 
outlet, corresponding to restrictions at these locations. The 
pressure drop in the two-phase flow region is more 
pronounced than in the liquid portion due to higher 
friction coefficient (Eq. 5). The density variation in the two-
phase zone is greater than in the liquid due to continuous 
phase change process (evaporation) in the downstream 
section of the tube. In contrast, temperature gradually 
increases in the liquid but stabilizes in the two-phase flow. 

 

 
Figure 3. Distribution of flow properties in stable system. 

 
The same system can become unstable with increase 

of heating. An example of time-domain behaviour with 
wall heat flux of 13.0 kW/m2 is illustrated in Figure 4. Upon 
an initial transient period, the system reaches the limit-
cycle regime with repeated oscillations in flow properties. 
Significant variations of all characteristics are noticed with 
the higher inlet mass flux amplitudes than that at the 
outlet, while more pressure variations are observed in the 
downstream part of the tube.  

With further increase of the supplied heat, the 
oscillation amplitudes continue to grow. As the oscillations 

are not purely sinusoidal, the root-mean-square (RMS) 
values of the unsteady components are better 
representations of magnitudes of these fluctuations. They 
are quantified and presented in Figure 5 for the same 
system variable wall heat flux. The RMS values grow more 
significantly right after the transition to instability, but 
gradual saturation is noticed at larger values of supplied 
heat. 

 

 
Figure 4. Flow characteristics in unstable system. 

 
For practical applications, it is important to identify 

stability boundaries for quick assessment of DWO 
occurrence and their dependence on operational 
parameters. For the same hydrogen system, a stability 
boundary was calculated for several subcooling levels by 
varying heat flux. This boundary is shown by blue circles 
in Figure 6 using 𝑁𝑠𝑢𝑏-𝑁𝑝𝑐ℎ coordinates. It has a common 

L-shape, requiring larger heat addition to trigger 
instability at both low and high values of subcooling, while 
minimizing needed heat at intermediate subcooling (about 
2 K for the considered system).  

The influence of several system variations on the 
stability boundary has been explored as well. Twice higher 
pressure drop across the system (leading to increase of 
flow rate) shifts the more favourable for instability 
subcooling to larger values (Figure 6a), while larger mean 
pressure makes it more difficult to excite DWO at low 
subcooling and easier at higher subcooling (Figure 6a). 
The vertical orientation of the pipe delays the instability to 
higher values of supplied heat for all subcooling levels 
(Figure 6b), as gravity counteracts the flow and supresses 
disturbances. Also investigated is the effect of non-uniform 
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heating, concentrated in the middle of the pipe within 
0.25 < 𝑥/𝐿 < 0.75, while the upstream and downstream 
pipe segments are not heated. This more intensive heating 
over shorter interval (the total heat supplied is kept the 
same) leads to stronger effect at larger subcooling by 
initiating instability at much lower values of the total 
supplied heat (Figure 6b), whereas its influence at low 
subcooling is found to be small.  
 

 
 

Figure 5. RMS values of unsteady components of flow 
characteristics at variable wall heat flux. 

 
4. Conclusion 

A one-dimensional distributed model has been 
developed and applied for density wave oscillations in 
cryogenic hydrogen flow. Numerically obtained time-
domain solutions at given system parameters allow us to 
determine whether the system is stable or exhibits 
nonlinear oscillations associated with frictional drag 
increase in two-phase flow. Increase of supplied heat 
with other parameters fixed leads to initiation of 
instability and gradual saturation of oscillation 
magnitudes. The stability diagrams in terms of the 
subcooling number and the phase change number 
demonstrates optimal subcooling level for initiation of 

instability. Increase of pressure drop and mean pressure 
lead to earlier excitation of instability but shows a 
stabilizing effect at low subcooling. The upward vertical 
flow is more stable than the horizontal, whereas 
concentrated heating can cause earlier excitation of 
DWO, especially at higher subcooling. Thus, the 
appropriate amount of subcooling, vertical pipe 
orientation, and more uniform heating are the  important 
factors that can be utilized to prevent DWO occurrence. 

 
Figure 6. Stability boundaries of the default system, shown by 
blue circles in both sub-figures (a) and (b), and its variations: 

(a) influence of pressure drop and mean pressure, (b) 
influence of pipe orientation and non-uniform heating. 

 

The present model can be further extended by 
including the effect of thermal inertia of the pipe wall and 
time-variable heat flux at inlet flow conditions. The 
obtained results should be useful for the engineering 
community interested in developing robust liquid 
hydrogen transfer systems and improving safety of 
hydrogen systems in general. The developed model can 
be utilized in both the design process to choose system 
parameters that minimize chances of instabilities and for 
selecting stable operational regimes in existing systems. 
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