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Abstract - This paper uses the OpenFOAM Computational Fluid 
Dynamics (CFD) code to study the turbulent premixed flame 
propagation characteristics inside a partially open duct filled 
with obstacles. The simulations were performed using a two-
dimensional model with realizable k-ε turbulence modelling and 
Flame Surface Density (FSD) model proposed by Weller et al. for 
Combustion modelling. The solver uses adaptive time stepping 
method coupled with a maximum value of the Courant number. 
Initially the simulations were carried out with first order 
upwind scheme for divergence terms, second order Crank 
Nicolson method for time discretization and PIMPLE solver 
(with outer correctors set to 200 with residual for outer 
correctors set to 10-4) for pressure-velocity coupling. The 
solution with these schemes resulted in impractical dependence 
of overpressure peak on the initial values of simulation 
parameters: turbulent kinetic energy ‘k’, initial time step size 
‘Δt’, mesh size ‘Δx’ as well as maximum value for Courant 
number of the flow ‘maxCo’. The k values tested are 0.5, 0.1, 0.05 
and 0.01, as at 0.01 the pressure peak was negligible and far 
delayed. Similar results have been obtained for above mentioned 
parameters. The discretization schemes were updated to a 
second order linear scheme for divergence terms and a first 
order Euler method for temporal terms. The pressure velocity 
coupling was updated to iterative PISO algorithm (PIMPLE in 
OpenFOAM, with outer correctors of three). The updated solver 
was then tested against the experimental results to analyse the 
dependence of pressure peak on the above-mentioned 
simulation parameters. It was found that the unexpected 
dependence on all the parameters was eliminated and the solver 
provided reasonably good qualitative agreement with the 
experimental results. Effect of each of the discretization schemes 
is also tested individually. 
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1. Introduction 
Flame acceleration is an important phenomenon 

leading to explosions in chemical and mining industries 
[1]-[3]. As the flame gets ignited, the initial stage of flame 
propagation governs the extent of explosion, so 
therefore it is better to understand this part to mitigate 
the seriousness of the explosion. The mechanisms and 
models for flame acceleration have been studied for long 
to mitigate the explosion hazards and the possible onset 
of detonation [4]-[7]. In this study an attempt has been 
made to study the flame acceleration phenomena in 
partially open geometries, with obstacles, using the 
numerical approach. The XiFOAM solver available in 
OpenFOAM has been tested against the numerical results 
by Patel et al. [8]. 

Zhan Li et al. [9] used the XiFOAM solver of 
OpenFOAM to study gas explosions of methane-air 
mixtures in a large-scale tube with vents. The tube had a 
0.8-meter cross-section and a 30-meter length. The LES 
k-equation model was used for turbulence modelling and 
the Weller model was used for combustion modeling. 
They came to the conclusion that vents might raise the 
flame traveling distance inside the tube and lower the 
peak pressure by 13% to 91%. Using the XiFOAM solver 
with Weller model, G. Luo et al. [10] investigated the 
effects of rectangular obstacle lengths on premixed 
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methane–air flame propagation in a confined tube and 
found that the longer obstacles result in higher pressure 
because they provide ample acceleration time. 

Yasari et al. [11] conducted an investigation into 
stationary premixed turbulent flames employing the 
XiFOAM solver. Similarly, Andreini et al. [12] examined 
XiFOAM, incorporating the Zimont model for stabilized 
lean premixed flames. Kutkan et al. [13] research also 
focused on stationary premixed turbulent flames using 
the XiFOAM solver, applying the standard k-ε model for 
turbulence and the Weller model for combustion 
modeling. Despite the numerous studies utilizing the 
XiFOAM solver, there is a notable gap in the literature 
regarding the influence of discretization schemes on the 
simulation outcomes for highly transient cases. 

There has been limited research discussing in detail 
the impact of discretization schemes used in the XiFOAM 
solver, specifically in the context of Reynolds-Averaged 
Navier-Stokes (RANS) simulations of premixed flames 
propagating within partially open geometries with 
obstacles. As it is a highly transient phenomenon, the 
value of the pressure peak as well as its time of 
occurrence are two main parameters that should be well 
in agreement with the experimental results. The time 
here plays a crucial role in the simulations. Previous 
observations indicate that simulation results obtained 
with a specific set of discretization schemes are highly 
sensitive to initial simulation parameters. Key 
parameters exhibiting this dependence include the 
initial value of turbulent kinetic energy (k), the initial 
time step (Δt), the mesh size (Δx), and the maximum 
Courant number (maxCo). However, this dependency 
diminishes when different discretization schemes are 
employed. The study also examines the effects of various 
major discretization schemes, demonstrating that they 
significantly impact the simulation outcomes. 
 
2. Methodology 
2. 1. Combustion and Turbulence Model 

A two-dimensional planar model was selected to 
simulate the premixed flame propagation inside the 
obstructed chamber with 150×150×500 mm dimensions 
containing three centreline obstacles [8]. The 
experimental setup and the corresponding 
computational domain are shown in figure 1 (a) and (b) 
respectively. The premixed gas explosion reactions are a 
complex phenomenon involving chemical kinetics, heat 
transfer, and fluid dynamics. Under the assumption of 
simple one-step chemistry with the unity Lewis number 
and adiabatic conditions, the species transport equations  

 
Figure 1 (a) the experimental schematic setup [8], (b) 
computational domain with boundary conditions 

 
can be reduced to a single combustion progress variable 
equation, as follows [14]  

 
∂(𝜌̅𝑐̃)

∂t
+

∂(𝜌̅𝑢𝑖̃𝑐̃)

∂𝑥𝑖
=

∂

∂𝑥𝑖
(𝜌̅𝛼 +

𝜇𝑡

𝑆𝑐𝑡

∂𝑐̃

∂𝑥𝑖
) + 𝜔̅̇𝑐 

          (1) 
The progress variable in the above equation is 

described as, 

𝑐 =
𝑇 − 𝑇𝑓

𝑇𝑏 − 𝑇𝑓
 

          (2) 

where T is the temperature, and b stands for burned gas, 
and f stands for fresh gas. Here, c=0 implies burnt 
products and c=1 implies fresh fuel-air mixture. 
         To conduct the numerical simulations, CFD solver 
OpenFOAM has been used. In OpenFOAM, the XiFOAM 
solver is used to implement different flame surface 
density models. The XiFOAM solver instead of solving the 
transport equation for c, solves the transport equation 
for the regress variable b [15] which is defined as, 

𝑏 = 1 − 𝑐 
       (3) 

Hence the equation (1) can be re-written in terms of 
the regress variable b as follows, 

 
∂(𝜌̅𝑏̃)

∂t
+

∂(𝜌̅𝑢𝑖̃𝑏̃)

∂𝑥𝑖
=

∂

∂𝑥𝑖
(𝜌̅𝛼 +

𝜇𝑡

𝑆𝑐𝑡

∂𝑏̃

∂𝑥𝑖
) − 𝜔̅̇𝑏 

       (4) 

In Equations (1) and (4), the overbar ¯ and the tilde ˜ 
refer to the Reynolds and Favre averaging, respectively. 
Here ρ is the density, α is the thermal diffusivity, μt is the 
turbulent viscosity, u is the flow velocity, Su is the laminar 
flame speed, and Sct is the turbulent Schmidt number. 

(a) (b) 
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Evaluating the mean reaction rate source term 𝜔̅̇𝑏 in 
Equations (1) and (4) is the primary challenge in 
modeling premixed turbulent combustion. Both 
algebraic approaches [16], [17] and approaches based 
on extra transport equations [15] can be used to 
simulate this term. To validate the experimental results, 
this work employs a transport equation-based 
combustion model. The source term for the regress 
variable equation can be represented in the following 
way: 

𝜔̅̇𝑏 = 𝜌𝑢𝑆𝑡|𝛻𝑏̃| 
       (5) 

where 𝜌𝑢 is the unburnt mixture density and the 
magnitude of the gradient term in Equation (5) can be 
evaluated as follows, 

|𝛻𝑏̃| ≡ [∑(
∂𝑏̃

∂𝑥𝑖
)

23

𝑖=1

]

1 2⁄

 

       (6) 

The turbulent flame speed , St appearing in Equation 
(5) is then modelled using the wrinkling factor, Ξ [18] 

𝑆𝑡 =  𝛯 × 𝑆𝑢 

       (7) 

So, the source term becomes,  

𝜔̇ =  𝜌𝑢̅̅ ̅𝑆𝑢𝛯|𝛻𝑏̃| 

       (8) 

In case of Weller model [15], a transport equation is 
solved for the flame wrinkling factor. The transport 
equation is given as, 

∂Ξ

∂t
+ 𝑢𝑠⃗⃗⃗⃗ · 𝛻𝛯 = 𝐺𝛯 − 𝑅(𝛯 − 1) + (𝜎𝑠 − 𝜎𝑡)𝛯 

       (9) 

(𝑎) 𝐺 = 𝐺𝛯 − 𝑅
𝛯𝑒𝑞 − 1

𝛯𝑒𝑞
,

(𝑏) 𝑅 =
0.28

𝜏𝜂
·

𝛯𝑒𝑞
∗

𝛯𝑒𝑞
∗ − 1

 

       (10) 

(𝑎) 𝛯𝑒𝑞
∗ = 1 − 0.62√

𝑢′

𝑆𝑢
0 𝑅𝜂  ,

(𝑏) 𝛯𝑒𝑞 = 1 + 2(1 − 𝑏)(𝛯𝑒𝑞
∗ − 1) 

        (11) 

Rη is the Kolmogorov Reynolds number, 𝑆𝑢
0 is the 

unstretched laminar flame speed, τη is the Kolmogorov 
time scale, while σs and σt represent the strain rates 
identified across the filtration surface, and u’ is the 
turbulent fluctuating velocity computed as  

𝑢′ = √
2

3
𝑘 

        (12) 

The transport equation for the laminar flame speed 
Su is employed in this manner. 

∂𝑆𝑢

∂t
+ 𝑢𝑆⏞ · 𝛻𝑆𝑢 = −𝜎𝑠𝑆𝑢 + 𝜎𝑠𝑆𝑢

∞
(𝑆𝑢

0 − 𝑆𝑢)

(𝑆𝑢 − 𝑆𝑢
∞)

 

       (13) 

where 𝑆𝑢
∞ is the laminar flame speed at equilibrium 

conditions. In this model, the filtered laminar flame 
speed is expected to be transported at the strain rate 
time scale 𝑢𝑆⏞. This transport equation obeys the 
important constraints on the laminar flame speed. 

The transport equation for the turbulent kinetic 
energy k and its dissipation rate ε was solved to get the 
turbulent viscosity using the realizable k-ε turbulence 
model [19]. The realizable model modifies the 
formulation of the turbulent viscosity νt and the 
transport equation for ε. 
 
2. 2. Numerical Details 

A two-dimensional computational model is tested 
with four different sizes of the hexahedral mesh 
elements, 1.5mm, 1mm, 0.75mm, and 0.5mm, giving a 
total number of elements as, 32,323, 72,926, 1,29,359, 
and 2,91,000 respectively. The initial and boundary 
conditions for the case are listed in table 1, four different 
values of initial turbulent kinetic energy are tested 
ranging from 0.5-0.01 m2/s2.  

For the numerical simulations using XiFOAM, the 
least-squares cell-based method was employed for 
gradient discretization. To prevent spurious oscillations, 
a multi-dimensional gradient limiter was utilized [20]. 
The convective terms in the governing equations were 
discretized with a limited linear scheme, which defaults 
to upwind in regions with rapidly changing gradients. 
The extent of upwinding in this scheme is controlled by 
a blending coefficient ranging from zero to one, where 
one represents aggressive limiting (upwinding) and zero 
indicates a pure linear scheme (highly accurate but 
prone to oscillations). The aforementioned 
discretization schemes were applied consistently in both 
the new and old sets of simulations. 
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The schemes that are updated in new discretization 
schemes are mentioned in table 2. The discretization 
scheme for the divergence terms used initially is the first 
order upwind scheme (limited linear with a limiting 
coefficient of one [21]), which is then updated to a 
second order central difference scheme (limited linear 
with a coefficient of zero) with corrections . This 
corrected numerical scheme for the diffusive terms takes 

into account mesh non-orthogonality and mesh 
stretching. The temporal term discretization scheme 
used earlier was the second order accurate Crank-
Nicolson method which is then updated to first-order 
accurate Euler method and lastly the pressure-velocity 
coupling method was updated from PIMPLE, where 200 
outer corrector steps were used, to iterative PISO with 3 
outer corrector steps were used.

 
Table 1. Initial and Boundary Conditions

 

Table 2 Updated Discretization Schemes 

S.No Discretization 
Term 

Old 
Discretization 

Schemes 

New 
Discretization 

Schemes 
1 Divergence First-Order 

Upwind 
Second-Order 

Linear 
2 Temporal Second-Order 

Crank-
Nicolson 

First-Order 
Euler 

3 Pressure-
Velocity 
Coupling 

PIMPLE Iterative PISO 

 
3. Results and Discussions 
3. 1. Overpressure Plots with Old Discretization 
Schemes 

For validation with the experimental results, the 
overpressure inside the chamber is used as the initial 
and the most prior criteria. The overpressure is 
measured at the centre point of the bottom closed end of 
the chamber. This section presents overpressure plots 
with the old set of discretization schemes, figure 2 (a),  

 
(b), (c), and (d) represents the overpressure variation 
inside the chamber with k, Δt, Δx, and maxCo, 
respectively.  

From Figure 2 (a), it is evident that the 
overpressure in the simulation exhibits a significant 
dependency on the initial turbulent kinetic energy 
(TKE), ‘k’ within the chamber. Notably, for a high 'k' 
value of 0.5, the overpressure reaches its peak at 50,205 
Pa, approximately five times higher than the 
experimental value of 11,571 Pa. Conversely, a 'k' value 
of 0.1 yields a closer match to experimental results, 
peaking at 15,755 Pa with a time shift of 1.72 ms from 
the experiments. The percentage error in this case is 
26.5%. Subsequent reduction of 'k' to 0.05 delays the 
overpressure peak to 51.4 ms, with a reduced peak value 
of 12,675 Pa. Further reduction to 'k' of 0.01 nearly 
abolishes the overpressure peak, registering only 6,185 
Pa at 77.7 ms. Instances of absent or delayed pressure 
peaks coincide with flame stagnation, followed by re-
initiation of propagation towards the chamber exit, as 
elaborated in Section 3. 3. 

 

Variable Description Wall Outlet Internal Field 

α Turbulent Thermal 
Diffusivity 

compressible::alphatWallFunction calculated 0 kg/(m.s) 

k Turbulent Kinetic 
Energy 

kqRWallFunction zeroGradient 0.5-0.01 m2/s2 

ε Turbulent Kinetic 
Energy Dissipation Rate 

epsilonWallFunction zeroGradient 25 m2/s3 
 

ν Turbulent Viscosity nutWallFunction calculated 0 m2/s 

b Regress Variable zeroGradient zeroGradient 1 

p Pressure zeroGradient waveTransmissive 101.3kPa 

Su Laminar Flame Speed zeroGradient zeroGradient 0.35m/s 

T Temperature zeroGradient zeroGradient 293K 

Tu Unburnt Temperature zeroGradient zeroGradient 293K 

U Velocity noSlip zeroGradient (0 0 0) m/s 

Ξ Flame Wrinkling Factor zeroGradient zeroGradient 1 
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Figure 2. Overpressure Variation Plots with (a) k, (b) Δt, (c) Δx, and (d) maxCo with Old Set of Discretization Schemes

 
Figure 2 (b) illustrates the overpressure variations 

concerning the initial time step value, Δt. Despite 
employing an adaptive time-stepping method where Δt 
values dynamically adjust based on the maximum 
Courant number set in the case as the flow progresses, 
the results unexpectedly exhibit sensitivity to the initial 
Δt values. Five Δt values ranging from 10E-5 to 1E-5 are 
examined. Notably, for Δt value of 10E-5 a premature 
overpressure peak occurs at 31 ms, reaching 20,865 Pa. 
Subsequent reduction of Δt initially shows convergence, 
with values of 7.5E-5 and 5E-5 yielding consistent results, 
peaking at 15,755 Pa at 39.1 ms, aligning reasonably well 
with experimental data. However, further reduction to 
2.5E-5 and 1E-5 results in the absence of pressure peaks, 
halting flame propagation within the chamber entirely. 
This outcome contrasts expectations, as decreasing Δt 
values typically improve result accuracy. 

The effect of element size is analyzed in Figure 2 
(c), where grid independence is tested. The mesh with a 
1.5 mm element size showed good agreement with 
experimental data. However, refining the mesh, which is 
typically expected to enhance accuracy, led to deviations 
from the experimental overpressure results. Specifically, 
a mesh with a 1 mm element size resulted in a slightly 
delayed overpressure peak at 44.5 ms, reaching a value  

 
of 11,305 Pa. The plot indicates that a 0.75 mm element 
size caused a further delayed overpressure peak of 
20,435 Pa at 68.4 ms. With further refinement to a 0.5 
mm element size, no pressure peak was observed, and 
the flame became stagnant. 

Analyzing Figure 2 (d) reveals a similar behavior 
in the overpressure plots with varying maximum values 
of the Courant number (maxCo). A maxCo value of 2 
provided reasonable agreement with experimental 
results, showing an error of 26.5%. However, contrary to 
expectations that reducing maxCo would improve 
accuracy, the plots demonstrated a different trend. For a 
maxCo value of 1, the overpressure peak was delayed to 
48.5 ms, with a peak value of 9,682 Pa. Further reducing 
maxCo to 0.5 resulted in the overpressure peak 
disappearing entirely. 

With this set of discretization schemes, the 
overpressure plots exhibited consistent behavior with 
variations in all simulation parameters. This behavior, 
unexpected from a CFD perspective, was nonetheless 
consistent across different parameters. For instance, 
reducing the turbulent kinetic energy (k) value delayed 
the overpressure peak, a trend also observed when 
reducing the initial time step (Δt), mesh size (Δx), and 
maxCo values. Essentially, refining the case disrupted  

(c) (d) 

(a) (b) 
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Figure 3. Overpressure Variation Plots with (a) k, (b) Δt, (c) Δx, and (d) maxCo with New Set of Discretization Schemes
 

the flame propagation over time, indicating the critical 
role of the relationship between time stepping and space 
stepping in such highly transient simulations. 

A specific configuration, with k=0.1, Δt=5E-5, 
Δx=1.5 mm, and maxCo=2, yielded reasonable 
agreement with experimental results, showing a 26.5% 
error and a time shift of 1.72 ms. However, altering any 
of these parameters disrupted the balance between time 
stepping and space stepping, resulting in slower flame 
propagation or complete failure of flame propagation in 
certain cases. 
 
3. 2. Overpressure Plots with New Discretization 
Schemes 

This section presents the overpressure variation 
with simulation parameters implemented with new set 
of discretization schemes. Figure 3 (a), (b), (c), and (d) 
illustrate the overpressure plots with the variation in ‘k’, 
‘Δt’, ‘Δx’, and ‘maxCo’ respectively.  

From Figure 3 (a), it is evident that the overpressure 
peak and its time of occurrence depend on 'k' values, 
which aligns with expectations. A higher initial 'k' value 
results in increased turbulence within the chamber, 
causing the flame to propagate faster. Then as 'k' values  

 
decrease, the overpressure peak value reduces 
correspondingly. The simulation results are well-
validated against experimental data for 'k' = 0.01, 
showing an overpressure peak of 10,061 Pa at 36.84 ms, 
with a time shift of only 0.54 ms from experiments and a 
13% error in the peak value. Testing with 'k' = 0.005 
yielded similar results, indicating that the simulations 
are independent of the initial 'k' value inside the 
chamber. 

Figure 3 (b) displays overpressure plots for different 
initial 'Δt' values. With the new discretization schemes, 
the results are independent of the initial value of 'Δt' as 
for three different values the overpressure plots are 
essentially the same in terms of overpressure peak value 
and its time of occurrence. The overpressure peak is 
10,830 Pa at 36.94 ms, with a 6.4% error and a 0.44 ms 
time shift from the experimental peak. 

The figure 3 (c) shows the dependence of 
overpressure plot on the grid size of the mesh, ranging 
from the coarsest mesh (1.5 mm) to the finest mesh (0.5 
mm). The results indicate that with the new 
discretization schemes, grid independence has been 
successfully achieved. All grid sizes agree reasonably 
with experimental results, establishing an appropriate 

(a) (b) 

(c) (d) 



 183 

relationship between space stepping and time stepping. 
The meshes of 0.75 mm and 0.5 mm are particularly 
close, with errors of 13% and 7.97%, and time shifts of 
0.5 ms and 0.2 ms, respectively. Therefore, a mesh size of 
0.5 mm can be used for further simulations. 

Figure 3 (d) shows the variation of overpressure 
plots with different values of maximum Courant number 
‘maxCo’ of the case. The graph indicates that the 
unexpected dependence of overpressure results on 
‘maxCo’ has also been eliminated by updating the 
discretization schemes. Thus, it can be concluded that 
the results, initially very sensitive to simulation 
parameters, are now, through changes in three 
discretization schemes, not unexpectedly dependent on 
these parameters. This update has achieved good 
agreement with experimental results across different 
ranges of these simulation parameters and for k=0.01 
and Δt=1E-5 the numerical results are well validated 
against the experimental results (figure 3 (a) and (b)). 

 

3. 3. Flame Contours Comparison 
This section validates  the simulation results with 

new schemes by comparing the flame contour images for 
the three cases: experimental [8](figure 4 (a)), 
simulation results with new set of discretization 
schemes and with simulation parameters as, k = 0.01, Δt 
= 1E-5, Δx = 0.5mm, and maxCo = 1 (figure 4 (b)), 
simulation results with old set of discretization schemes 
and with simulation parameters as, k = 0.01, Δt = 1E-5, Δx 
= 1.5mm, and maxCo = 1 (figure 4 (d)). Figures 4 (c), and 
(e) show the corresponding overpressure plots for the 
flame contours given in figures 4 (b), and (d) 
respectively, to relate the flame propagation and the 
overpressure plot generated correspondingly. 

Comparing the simulation results (figure 4 (b) and 
(c)) with new set of discretization schemes and above-
mentioned parameters, with the experimental results by 
Patel et al. [8] (figure 4 (a)), it is concluded that the 
numerical results are very well validated against the  

Figure 4. (a) Experimental Flame 
Contours [8], (b) and (c)Flame Contours 
with New Schemes and corresponding 
Overpressure, respectively, (d) and (e) 
Flame Contours with Old Schemes and 
corresponding Overpressure, 
respectively. 

(a) 

(b) (c) 

(e) (d) 
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experimental results with a percentage error of 6.4% in 
the peak overpressure value and a time shift of only 0.44 
ms. The flame contours have also shown a decent match 
with the experiments in terms of lateral and transverse 
propagation of the flame within their respective 
timing.decent match with the experimental images of the 
flame contours in terms of lateral propagation of the 
flame. In figure 4 (c) the numerical results with k = 0.01, 
Δt = 1E-5, Δx = 0.5mm, and maxCo = 1  
In figure 4 (d) where old discretization schemes were 
used, the flame became stagnant after reaching close to 
the first obstacle for about 30-40ms. From the start also 
the flame propagation was slower compared to the 
experimental case, as at 30ms the flame had not yet 
reached the first obstacle whereas in experimental 
results the flame had already crossed it by this time.  So, 
the propagation of the flame with older schemes has 
failed, as the flame finds it difficult to propagate from one 
cell to the other under certain conditions of the 
simulation parameters.  

The older schemes only provided reasonable 
agreement with the experiments when using parameters 
k = 0.1, Δt = 7.5E-5, Δx = 1.5 mm, and maxCo = 2. Any 
changes to these parameters resulted in the flame either 
failing to propagate (remaining stagnant throughout the 
simulation) or experiencing delays or advancements. 
This highlights the crucial role of the coupling between 
time stepping and space stepping for highly transient 
cases. 
 
3. 4. Effect of each Discretization Scheme 

As outlined in Table 2, a total of three 
discretization schemes were updated in the new set of 
schemes. This section will separately analyze the effect 
of each discretization scheme using a mesh size of 1.5 
mm and two extreme values of 𝑘, namely 𝑘 = 0.5 and 𝑘 = 
0.01. While testing each scheme, the other two 
discretization schemes mentioned in Table 2 were 
updated to their new versions. For example, while 
testing the temporal discretization, only the temporal 
term uses the Crank-Nicolson method, whereas the 
divergence term and pressure-velocity coupling are 
updated to second-order linear and iterative-PISO, 
respectively. 

Figure 5 (a), (b), and (c) illustrate the effects of 
divergence term discretization scheme, temporal 
discretization scheme, and pressure-velocity coupling 
mechanism, respectively. There are two parameters 
considered for the comparison of three different 
discretization schemes, first, the time difference in both 

the peak and second, the difference in peak overpressure 
values. Both parameters are shown in table 3. From this 
table, it can be concluded that the maximum values for 
both of these parameters are for the temporal term, the 
Crank-Nicolson method. Therefore, the Crank-Nicolson 
method has the most significant effect on the simulation 
results, being highly sensitive to the simulation 
parameters. The next notable impact is attributed to the 
pressure-velocity coupling method. Therefore, updating 
from PIMPLE to iterative PISO method has also greatly 
the results. The least effect is observed in the divergence 
term discretization.  

The Crank Nicolson method due to its diffusive 
nature and difficulty in accurately resolving the 
discontinuity failed to capture the propagating flame. 
This method, characterized by its implicit time 
integration scheme, tends to diffuse abrupt changes in 
the solution over time steps, leading to smearing of 
discontinuities and blurring of sharp features such as  

Figure 5. Discretization Scheme Comparison (a) Divergence 
Terms, (b) Temporal Term, and (c) Pressure-Velocity Coupling 

 

(a) 

(b) 

(c) 
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Table 3. Comparison of three Discretization Schemes 
Separately 

 
flame fronts. Consequently, when applied to simulations 
involving propagating flames, where the flame front 
represents a sharp discontinuity in temperature and 
species concentrations, the Crank-Nicolson method 
struggles to accurately capture the dynamics of the flame 
propagation. 

 
4. Conclusion  

This study focuses on the simulation of turbulent 
premixed flame propagation in a chamber with three 
centreline obstacles. The OpenFOAM Computational 
Fluid Dynamics (CFD) code with a two-dimensional 
planar model is used to simulate the complex 
phenomenon of gas explosion reactions. Initially, the 
simulations were carried out with first order upwind 
scheme for divergence terms, second order Crank 
Nicolson method for time discretization, and PIMPLE 
solver for pressure-velocity coupling. The solution with 
these schemes resulted in impractical dependence of 
overpressure peak on the initial values of simulation 
parameters: turbulent kinetic energy (k), initial time 
step size (Δt), mesh size (Δx), and maximum value for 
Courant number of the flow (maxCo). In this case, only 
some particular values of simulation parameters 
produced results that matched the experimental results 
closely, minor changes to any single parameter were 
causing drastic and unexpected deviations. The 
discretization schemes were updated to a second order 
linear scheme for divergence terms and a first order 
Euler method for temporal terms. The pressure velocity 
coupling was updated to an iterative PISO algorithm. The 
updated solver was tested against the experimental 
results to analyze the dependence of pressure peak on 
the above-mentioned simulation parameters. 

The study presents overpressure plots with old 
and new discretization schemes for validation with 
experimental results. The results show that the 
overpressure in the simulation exhibits a significant 
dependency on the initial turbulent kinetic energy 
(TKE), 'k' within the chamber. The results unexpectedly 
exhibit sensitivity to the initial Δt values, despite 

employing an adaptive time-stepping method. The effect 
of element size, and maximum values of the Courant 
number (maxCo) also show inconsistent behavior with 
variations in all simulation parameters. 

The new discretization schemes show that the 
overpressure peak and its time of occurrence depend on 
'k' values, which aligns with expectations. The simulation 
results are well-validated against the experimental data 
for 'k' = 0.01, showing an overpressure peak of 10061 Pa 
at 36.84 ms, with a time shift of only 0.54 ms from 
experiments and a 13% error in the peak value. The new 
discretization schemes successfully achieve grid 
independence, establishing an appropriate relationship 
between space stepping and time stepping. The 
unexpected dependence of overpressure results on 
maxCo has also been eliminated by updating the 
discretization schemes. 

This study compares flame contour images from 
experimental, simulation results with new discretization 
schemes, and old schemes. The simulation results show 
a decent match with experimental flame contours in 
terms of lateral propagation. However, the flame 
propagation with older schemes failed due to the flame's 
difficulty in propagating from one cell to another under 
certain simulation parameter conditions. The coupling 
between time stepping and space stepping is crucial for 
highly transient cases. The Crank-Nicolson method 
struggles to accurately capture the dynamics of flame 
propagation when applied to simulations involving 
propagating flames, where the flame front represents a 
sharp discontinuity in temperature and species 
concentrations. The method's diffusive nature and 
difficulty in accurately resolving discontinuities lead to 
smearing of discontinuities and blurring of sharp 
features such as flame fronts. 
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