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Abstract - This study comprehensively investigates impinging 
jet cooling mechanisms within a thermal regulation framework. 
Utilizing an innovative cooling approach based on the Smart 
Element of Cooling with impinging jets and transverse airflow, a 
3D numerical model based on the Inverse Heat Conduction 
Problem (IHCP) is developed. This model quantifies heat 
exchange distribution at the wall of a confined cylindrical space 
with a margin of error below 3%. The study demonstrates the 
effectiveness of a regulation algorithm in maintaining target 
cooling rates, highlighting significant influences of jet 
aerodynamic and hydraulic parameters, such as flow rate ratios, 
jet orientation, size, and distribution on cooling performance. 
The research aims to define the optimal jet configuration for 
efficient heat dissipation while maintaining precise temperature 
control and enhanced cooling uniformity. Optimal 
configurations are found to depend on desired cooling rates and 
ratio combinations. For average cooling rates around 15°C/min, 
a spacing ratio of 30 between jets, a hydraulic diameter ratio of 
7.5, and a flow ratio of 4 appear optimal for achieving enhanced 
cooling uniformity. These configurations present promising 
prospects for designing more efficient cooling systems in various 
industrial applications, thereby enhancing manufacturing 
process performance. 
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1. Introduction 
The utilization of jets for mold cooling is prevalent 

in various industrial applications [1-2]. This technique 
has demonstrated its efficacy in maintaining optimal 
temperatures in sectors such as the aerospace industry 
and sheet metal production. However, in the processing 
of advanced thermoplastic matrix composite materials, 
high processing temperatures up to 400°C are 
sometimes required. These temperatures can induce 
convective boiling phenomena and cooling 
inconsistencies, potentially compromising the quality of 
the produced parts [3]. Compression molding, which 
involves a preheating phase followed by a cooling phase, 
is a common method for shaping these materials, making 
thermal management crucial. Agazzi et al. [4] provided a 
comprehensive review of the thermal influences on the 
final state of composite parts, identifying several 
phenomena that can impact process quality. Lin also 
investigated the effects of reduced cooling times on the 
quality of formed components [5]. Non-uniform or 
excessively rapid cooling can result in issues such as 
uncontrolled part shrinkage and cracking [6-7]. 
Furthermore, improper cooling can cause defects in 
components, including deformation, shrinkage, residual 
thermal stresses, and indentation marks [8]. Thus, the 
cooling phase significantly affects both productivity and 
the quality of manufactured parts [9].   
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2. Related Work 
To produce high-quality components and 

overcome limitations associated with traditional 
configurations of channels connected in parallel or 
series, controlled and homogeneous cooling has become 
essential. Various techniques have been developed to 
enhance thermal management, including the design of 
composite forming tools with lattice structures, 
optimization of conformal cooling channels (CCC), and 
the rapid thermal cycle molding (RHCM) approach 
characterized by electrical heating and annular cooling. 
Research has also focused on the effects of heat flux 
density on the heterogeneity of water phases along 
channels [10-12]. 

The assessment of heat exchange in cooling by jet 
impact is an evolving research field. Reviews have 
addressed the dependence of thermal flux density on 
factors like jet velocity, total mass flow rate, and jet 
diameter [13-14]. Optimal spacing between jets to 
ensure efficient heat transfer, particularly in overlapping 
zones, has also been explored [15]. Studies on the cross-
flow of transverse air with water jets have identified 
optimal flow conditions and jet stability thresholds [16]. 
The effects of Reynolds number and nozzle-to-surface 
distance on heat exchange, as well as the interaction 
between neighbouring jets, have been investigated to 
determine the highest heat transfer coefficients in 
overlap zones [17-18].  

Novel theoretical frameworks to forecast critical 
heat flux (CHF) in microchannels have been introduced, 
considering factors such as fluid type, saturation 
temperature, mass flux, and microchannel 
characteristics [19]. Visualization of two-phase flow and 
distribution of water phases during the cooling of heated 
cylindrical channels has highlighted the dependence of 
heat exchange on gradients and vapor volume fractions 
[20].  

Building on previous research, an innovative 
approach developed at the laboratory using boiling 
induced by impacting jets combined with transverse 
airflow aims to achieve uniform and controlled cooling, 
improving thermal management and part quality. 
Subsequent studies revealed that introducing air 
between hot water jets and a concave surface increased 
the wetted area and enhanced heat transfer significantly. 
The development of the Smart Element of Cooling (SEC) 
concept directs water flow perpendicular to the channel 
surface, minimizing heterogeneities due to phase 
changes along the channels, thus enhancing thermal 
management [21-22]. 

The objective of this work is to evaluate the 
influence of parameters such as fluid flow rate ratio, jet 
orientation, number, spacing, and diameter on the 
cooling rate of the upper surface in contact with the 
machined part, the uniformity of cooling, as well as heat 
exchange with cylindrical channel walls. Despite 
extensive research, no existing studies have examined 
boiling cooling processes with multiple jets in the 
presence of cross-flowing air in a confined cylindrical 
space. 

In summary, this study seeks to better understand 
multi-phase heat transfer in cooling channels with water 
jets subjected to cross-flowing air, contributing to 
advancements in thermal management and component 
quality in composite material processing.  

 

3. Experiment and methods  
3. 1. Description of the Experimental Setup  

The experimental setup, as illustrated in Figure 1, 
includes fluid conduits and the test element, which is a 
316L stainless steel block measuring 200 mm × 100 mm 
× 90 mm. An upstream quartz tube directs air to the 
entrance of the central perforated channel in the block 
which has a diameter of 27 mm. , while the downstream 
tube carries the water/air/steam mixture. A central 
tube, coaxially inserted into the perforated channel, 
generates water jets by directing all the water to the 
orifices at the end of the tube. 

 

 

Figure 1. Complete diagram of the experimental setup 

The test element is heated to 320 °C using eight 
heating cartridges (Figure 2). A low air flow rate of 14 
l/min is maintained in the annular space between the 
tube and the channel surface to evacuate water vapor 
and prevent condensation. Once the test element reaches 
an average temperature of 300 °C, as measured by 25 
type K thermocouples (0.5 mm diameter) on its top 
surface (Figure 2), the cooling process begins with the 
activation of the water jets.  
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Cooling uniformity along the length of the test 
element is assessed using 13 thermocouples indicated in 
blue in Figure 2 , while uniformity along the width is 
measured with five thermocouples indicated in orange in 
Figure 2. 

 

Figure 2. Test element with uniformity measurement 
lines 

Additionally, nine type K thermocouples (3 mm 
diameter) are inserted into the steel block: six placed 15 
mm from the wall, three on each side, with upper 
thermocouples in green and lower ones in grey in Figure 
3 and three near-wall thermocouples positioned 5 mm 
from the wall in the lower part, indicated in yellow in 
Figure 3. 

 

 

Figure 3. Longitudinal section of the test element and 
experimental data acquisition points 

The steel block is insulated with a 20 mm layer of 
AES wool (synthetic fibers, alk. earth silicate) with low 
thermal conductivity (0.048 W · m−1 · K−1) to minimize 
temperature losses and mitigate natural convection 
effects. This insulation significantly improves thermal 

performance, reducing the natural cooling rate from 3 to 
1 °C/min.  

 
3. 2. Cooling control procedure  

Once the average temperature of the 25 
thermocouples on the upper surface reaches 300°C, the 
cooling process by impacting jets is initiated with a 
binary cooling process, wherein the algorithm compares 
the average cooling rate with the Target Cooling Rate 
(TCR). Based on this comparison, the jets are either 
activated or deactivated.  

Throughout the entirety of the experimental 
duration, a continuous airflow is upheld within the 
annular space existing between the tube and the canal 
wall. This airflow serves manifold functions: it ensures a 
consistent and gradual cooling of the block, even in the 
absence of water jets; it safeguards against the canal 
from becoming inundated with water during jet impact; 
and it facilitates the drainage of any residual water from 
the canal post valve closure. This is critical, as the block 
would otherwise continue to cool through the boiling of 
any remaining water. Moreover, a constant cooling rate 
of 15°C/min is consistently imposed as the TCR 
throughout this study 
  
3. 3. Experimental measurement accuracy  
3. 3. 1 Temperature Measurements  

Within this investigation, temperature 
measurements within the test element are captured 
using National Instruments acquisition cards 
(𝑁𝐼 𝑇𝐵 –  4353) housed in an 𝑁𝐼 𝑃𝑋𝐼𝑒 − 1073 chassis. 
The acquisition process operates at a frequency of 0.1 s, 
equating to 10 Hz, with a measurement range spanning 
± 80 mV and boasting a 24 − bit resolution equivalent to 
2 × 10−4 °C. The uncertainty (𝑈) associated with 
temperature measurements arises from three primary 
sources [23], calculated by the following Eq. 1 :  

𝑈 = √𝑆𝑒
2 + 𝑇𝐶𝑒

2 + 𝜎2 (1) 

 
where 𝑆𝑒 represents the uncertainty due to the 

acquisition system, 𝑇𝐶𝑒 denotes the uncertainty 
associated with the thermocouple, and 𝜎 accounts for the 
inherent measurement noise. Given the direct insertion 
of thermocouples into the test element's metal without 
soldering, errors attributed to soldering are disregarded. 
Concerning the acquisition system, which includes cold 
junction compensation, the maximum overall error is 
± 0.38 °C for K type thermocouples, as per the 
manufacturer's specifications, within the temperature 
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range of (0 –  300) °C. Notably, the error linked to the 
thermocouple (𝑇𝐶𝑒), is the most significant, reaching 
± 0.65 °C based on the manufacturer's product 
datasheet for the utilized type K thermocouples. 
Furthermore, the evaluation of measurement noise 
𝜎 yields ± 0.59 °C. This noise assessment is derived from 
the standard deviation of thermocouple readings over a 
100 s duration at an ambient temperature of 20 °C. 

The comprehensive uncertainty (𝑈) is computed 
as 0.95 °C, employing Eq. (1) for combining various error 
sources via the root-sum-square method.  
 
3. 3. 2 Fluid Flow Measurements   

The regulation of fluid flow rates (water and air) is 
ensured by proportional solenoid valves with variable 
voltage signals between 0 − 10 𝑉. A Burkert type 6233 
solenoid valve is used to vary the water flow rate, while 
a Burkert type 3280 solenoid valve is used for air flow 
rate regulation. 

The air flow rate is measured by an SMC 
PFMB7102 flow meter with a measurement range of 10 
to 1000 l/min and a resolution of 1 l/min. The 
measurement error is ±3% across the entire 
measurement range, according to the manufacturer. 
Results from the reference case show stable air flow 
rates at the value of 40 l/min, attributed to the supply of 
the experimental setup by the pre-regulated compressed 
air network. 

The water flow rate is measured by an Atrato 740-
V10-D ultrasonic flow meter with a measurement range 
of 0.02 to 5 l/min, a 16-bit resolution equivalent to 
0.0003 l/min, and a measurement error of ±1% across 
the measurement range. The acquired values show 
fluctuations not exceeding 1.81 % across all experiments 
conducted. For instance, in the reference case, the water 
flow rate fluctuates between 1.392 and 1.419 l/min. 

  
3. 4. Quantifying Boiling Heat Transfer Methodology  

To quantify heat transfer within the test element, 
particularly at the wall directly impacted by fluid flows, 
a numerical approach is employed due to the 
experimental challenges posed by the cylindrical 
channel configuration. This approach utilizes the Inverse 
Heat Conduction Problem (IHCP), previously applied by 
Twomey [24]. The Sequential Beck method [25], 
implemented to address the inverse problem of 3D heat 
transfer, aims to determine the heat flux density at the 
wall surface and the temperature of this wall at each 
instant. This iterative approach relies on fundamental 
equations, experimental measurements, and accounts 

for the non-linearity of the 3D heat transfer problem, 
incorporating thermal properties of steel obtained from 
literature [26]. 

The numerical model is implemented with a 
relatively low overall heat transfer coefficient (ℎ𝑒𝑥𝑡) 
imposed as a boundary condition on the external 
boundaries of the test element model to account for 
thermal losses through conduction across the thermal 
insulator and natural convection at room temperature. 
This heat transfer coefficient (ℎ𝑒𝑥𝑡) is determined using 
the Eq. (2). 

ℎ𝑒𝑥𝑡 =
1

𝑅
=

𝑘

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠
= 2.40 W ⋅  m−2 ⋅ K−1 

(2) 

 
where 𝑅 is the thermal resistance of the layer and 

𝑘 is the thermal conductivity of the insulator. 
The mesh density is higher near the wall surface, 

providing a more accurate representation of thermal 
phenomena in this critical region. 

The numerical method employed to quantify heat 
exchanges at the wall level and the average temperatures 
of different wall zones begins with the imposition of 
initial values of heat flux density (𝑞𝑧) extracted from 
references [15,27], representing the case of cooling a flat 
plate cooled by two impinging jets as depicted in Figure 
4. 

 

Figure 4. Thermal flux density zones in the case of a 

flat plate [15,27] 

These values have been interpolated to construct 
the curves of the zonal variation of heat flux density, as 
shown in Figure 5. 
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Figure 5. Interpolated zonal thermal flux density                  
values for each zone of the plate 

The projection of these results onto the current 
study is possible but requires the elimination of distant 
zones. Unlike the stagnation and overlap zones, which 
maintain similar characteristics, the other zones are 
significantly influenced by gravity and airflow. This 
contrasts with the plate scenario where water slides 
from the stagnation and heating zones to the rest of the 
plate, resulting in the delineation of four distinct cooling 
zones, as depicted in Figure 6. 

 

 

Figure 6. Division of thermal flux density zones  

The numerical model used for quantifying heat 
transfer on the wall is  illustrated in the diagram in 
Figure 7.   

 

Figure 7. Diagram of the Numerical Model for quantifying 
heat exchanges on the wall 

The process begins by imposing the initial values of the 
heat flux density for each zone 𝑞𝑧0 taken from the 
bibliography [15,27] for 𝑡 = 0 𝑠 as boundary inlet 
conditions.  

The model then solves the direct problem using 
the heat transfer equation (Eq.3 in Figure 7), where 𝜌(𝑇) 
is the density as a function of temperature, 𝐶𝑝(𝑇) is the 
heat capacity as a function of temperature, and 𝑘(𝑇) is 
the thermal conductivity as a function of temperature. 
This equation calculates the wall temperatures and 
temperatures at thermocouple locations.  

Subsequent iterations involve comparing obtained 
values with experimental measurements (Eq.4 in     
Figure 7), where the deviation 𝑑𝑒𝑣𝑇𝑂𝑃−𝐼𝑁(𝑃) represents 
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the difference between the experimentally measured 
temperature in TOP-IN points and the numerical values 
for all future time steps from 1 to 𝑃.  

The inverse method is then used (Eq. 5 in Figure 7) 
to determine the average heat flux deviation �̅�𝑑𝑒𝑣(𝑃) for 
all future time steps from 1 to 𝑃.  

Boundary conditions for each zone are adjusted 
using Eq. 6 in Figure 7, determining the heat flux density 
deviation for each zone 𝑞𝑑𝑒𝑣(𝑧)(𝑃) for all future time 

steps from 1 to  , using 𝐶𝑧 the zonal area ratio calculated 
by Eq. 9 

𝐶𝑧 =
𝐴𝑧

𝐴
  

(9) 

where 𝐴𝑧 is the area of each zone and 𝐴 is the total 
wall area of 9.1 × 10−2 m²,  

The model is updated and iterated by calculating 
average values over the four zones: the average heat flux 
�̅�(𝑡) (Eq. 7) and the average wall temperature �̅�𝑤(𝑡) (Eq. 
8). These steps refine the model through an iterative 
process facilitated by MATLAB© and COMSOL© 
integration.  

Preliminary work has been conducted to assess 
the impact of method parameters, without flow 
regulation, on the accuracy of the model. It revealed a 
degradation in accuracy when the time step exceeded 4 
seconds or when the number of future time steps 
exceeded 5. Optimal precision is ensured by carefully 
selecting ideal values for calculations, with a time step 
(𝑑𝑡) of 4 s and a number of future time steps (𝑃) equal to 
5. 

Figure 8 represents the zonal values of thermal 
flux densities (𝑞𝑧). 

 

Figure 8. Zonal thermal exchange dynamics 

The analysis of zonal thermal flux densities (𝑞𝑧) 
reveals concentrated thermal exchanges in the initial 
stages (20s), primarily in stagnation zones and jet 
overlap zones, where the thermal flux density values 
reach a maximum of  6. 48 MW ⋅ m−2  and a  4. 08 MW ⋅
 m−2 respectively, while remaining below 0. 62 MW ⋅
 m−2 in the other two zones . The low average values 
observed are attributed to the extensive influence areas 
of the Upper and Bottom zones, which collectively 
represent over 98% of the total surface area of the 
cylindrical channel. 
In the context of this parametric study, and in order to 
enable the evaluation of the influence of each parameter, 
the comparisons that follow in the subsequent sections 
is based on the variation of the average values of the heat 
flux densities �̅� applied to the wall as well as on the 
average wall temperatures �̅�𝑤 over the entire wall 
calculated by Eq. 7 and 8 in Figure 7 . 

 
3. 5. Numerical model results accuracy  
In the validation of the numerical method, the deviation 
(𝑑𝑒𝑣𝑇𝑂𝑃−𝐼𝑁) from Eq. 4 in Figure 7 is first assessed by 
comparing numerical measurements to experimental 
values at the TOP-IN positions (in green in Figure 3). This 
parameter serves as a reference for the model's accuracy 
at these specific points. The numerical values at the TOP-
IN positions are used to calibrate the thermal flux, which 
is then applied to the Near-Wall points (in yellow in 
Figure 3) to validate the model further.  The calibration 
process involves adjusting the numerical model to 
minimize the discrepancy between the measured and 
simulated thermal fluxes at the TOP-IN points, ensuring 
the model accurately reflects the thermal behaviour 
observed experimentally using TOP-IN measurements 
for thermal flux calibration.  
Figure 9 illustrates the comparison between numerical 
and experimental values 



 151 

 
(a) Normalized variation  

 
(b) Percentage error  

Figure 9. Validation of the numerical model                                   
with     𝑇𝑖 = 𝑇𝑡=0 and 𝑇𝑓 = 50 °𝐶 

Figure 9 reveals that the numerical and 
experimental values at the TOP-IN points closely match, 
with a relative error below 2.5%. This correlation 
indicates the model's robustness in predicting 
temperatures at these locations, attributed to the 
effective calibration process using TOP-IN 
measurements. However, when comparing the Near-
Wall points, the errors are slightly higher due to the 
increased distance from the calibration points. The 
relative error at these points remains under 4%, which, 
while slightly higher, still demonstrates a reasonable 
level of accuracy given the complexity of the thermal 
phenomena being modelled. The model accurately 
predicts temperatures with a a Mean Squared Error 

(MSE) of 1.6 °C for TOP-IN points and 3.66 °C for          
Near-Wall points, validating the model's overall 
reliability and precision in capturing the complex 
thermal dynamics. 

 
4. Results and discussion  
4. 1. Reference case description  
 Figure 10 presents a reference with a water flow rate of 
𝑄𝑤𝑎𝑡 = 1.4 l/min and an air flow rate of  𝑄𝑎 = 40l/min. 

 
Figure 10. Complete operational cycles for Top surface 

and water flow rate  
 
 In Figure 10, the different operating cycles of the system 
are presented: 
 (A) Initial Heating at Low Airflow: The cycle starts with 
a heating phase until reaching 320 °C with an air flow of 
14 "L/min" and a Reynolds number (𝑅𝑒𝑎) of 2000. 
(B) Air Forced Cooling: Air cooling is employed to reduce 
the temperature from 320 °C to 300 °C, promoting 
temperature homogeneity on the upper surface. Natural 
convection also contributes to this process, albeit its 
impact is limited due to insulation presence. 
(C) Activation of Active Cooling: Active cooling is 
initiated once the average upper surface temperature 
reaches 300 °C, activating water jets and transverse 
airflow. Phase (C) is detailed in Figure 11, depicting 
cooling at different locations. 
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Figure 11. Experimental and numerical  measurements at 
different location of element test during a regulated cooling 

cycle 

The numerical results obtained using the inverse 
method are represented by the blue curve.  

The activation of water jets occurs as soon as the 
temperature of the block's upper surface (Ts) exceeds 
the setpoint temperature TCR. The response time, 
synchronized with the activation of the jets, shows an 
immediate response from the wall temperature 
calculated by the numerical model, with cooling rates 
reaching 356°C/min during the first cooling step. This 
rate gradually decreases in subsequent steps, dropping 
to 267°C/min for the second step and 109°C/min for the 
fifth step, likely due to the decrease in wall temperature 
and heat flux density exchanged with the wall. Variations 
in response time are observed: 10 s for thermocouples 
close to the wall (𝑇𝑁−𝑊), 14 to 18 s for thermocouples 
located 15mm from the wall (𝑇𝑇𝑂𝑃−𝐼𝑁) in green and 
(𝑇𝐵𝑇𝑀−𝐼𝑁) in gray, and 28 s for thermocouples on the 
upper surface located 30 mm from the surface impacted 
by the jets.  

Figure 11 clearly illustrates the effectiveness of the 
regulation algorithm in adhering to the prescribed 
cooling rate (TCR) of 15°C/min. 

To explain variations in the average heat flux 
density exchanged with the wall during regulated 
cooling, experiments without regulation were conducted 
using the same air and water flow rates as presented in 
Figure 12.  

 

 

Figure 12. Effect of regulation cooling on heat flux densities 

At the first step, a similar behavior is observed 
before where a maximum value of 5.73 × 105 W/m2is 
reached without regulation and a maximum of           
5.28 × 105 W/m2 with jets stopped by the regulation 
algorithm to limit overshoot relative to the imposed 
cooling rate. However, discontinuous cooling generates 
higher heat flux densities upon jet restart, ranging from                  
5.17 × 105  W/m2 at the second step to                                      
3. 45 × 105 W/m2 at the fifth step, compared to a 
decrease from 3.19 × 105 W/m2 to 1.29 × 105 W/m2 for 
unregulated cooling in the same temperature range . 
Peaks in heat flux density occur in the absence of jet 
activation, with values not exceeding 2.13 × 105 W/m2, 
representing 34 % of the main peak. This behavior on the 
wall after water flow cessation might results from 
cooling caused by water vapor resulting from the boiling 
of remaining water droplets in the cylindrical channel, 
leading to recondensation. 

 
4. 2. Influence of flow ratio and jet orientation  
In order to investigate the effect of jet flow ratios, two 
flow configurations with different mass flow rate ratios 
are employed. Additionally, to assess the influence of jet 
orientation, configurations with jets oriented 
downward, following gravity (180°), were utilized, 
contrasting the reference case where the jets are 
directed against gravity (0°). Table 1 summarizes the 
values of flow rates, mass flow rate ratios, and Reynolds 
numbers used in the experiments. 
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Table 1. Experimental parameters 

N° 
Tube 

𝑄𝑤𝑎𝑡 
(𝑙/𝑚𝑖𝑛) 

𝑅𝑒𝑗 
𝑄𝑎 

(𝑙/𝑚𝑖𝑛) 
𝑅𝑒𝑎  

𝑚𝑗̇

�̇�𝑎
 

1 
7 j 

1,4 

4250 
40 3500 4 

2 350 30000 0,5 

3 4J 
1mm 

7400 

40 3500 

7,3 
4 4J 

2mm 
3700 

5 19J 
1mm 

1550 
1,5 

6 19J 
2mm 

780 

 
The cooling curves of the upper surfaces         

(Figure 13) and the corresponding deviations from the 
Target Cooling Rate (TCR) (Figure 14) demonstrate that 
reducing the mass flow rate ratio (𝑚𝑗̇ �̇�𝑎)⁄  improves 

rate tracking, with a mean squared error (MSE) of 6.5 °C 
over the cooling period [0-800s] and a maximum 
deviation of 19 °C, compared to an MSE of 7.1°C and a 
maximum deviation of 22°C.  

 

Figure 13. Influence of flow ratio and jets orientation              
on top surface cooling 

However, orienting the jets downward, in the 
direction of gravity, significantly impairs rate tracking, 
with an MSE increasing from 6.5°C to 9.4°C for high 
airflows.  
 

 

Figure 14. Influence of flow ratio and jets orientation on TCR 
tracking 

Regarding heat exchange at the wall level (Figure 
15), the flow rate ratio has an almost negligible effect 
when flows are oriented against gravity. However, with 
low airflows and downward-oriented jets, a substantial 
deterioration in heat exchange is observed, attributable 
to the uneven distribution of the wetted area on the wall. 
When jets are oriented against gravity, the gravitational 
force efficiently removes water from the jets towards the 
outlet of the channel, promoting a uniform distribution 
of wall cooling and reducing residual vaporization. This 
hypothesis is supported by the absence of secondary 
peaks in the heat flux density curves during low airflow 
cooling oriented downward (dashed red curve in Figure 
15). 

 

Figure 15. Influence of flow ratio and jets orientation                
on heat exchanges at the wall 
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To analyse the influence of Reynolds numbers and 
jet orientation on the uniformity of cooling on the upper 
surface in contact with the produced part, a two-
dimensional assessment is conducted. Data from the 13 
thermocouples aligned along the median line 
(represented in blue in Figure 2) are employed to assess 
uniformity along the length of the surface, while data 
from the 5 thermocouples located across the surface 
(denoted in orange in Figure 2) are used to evaluate 
uniformity across the width. 

Considering the initial temperature difference at 
𝑡 = 0, adjusted temperatures (𝑋) are employed to 
eliminate this gap. The adjusted temperature expressed 
with Eq. (10).  

 
𝑋𝑖(𝑡)  =  𝑇𝑖(𝑡) – (�̅�𝑖(𝑡 = 0) − 𝑇𝑖(𝑡 = 0)) (10) 

 
is defined as the difference between the measured 

temperature 𝑇𝑖(𝑡) at a given time and the temperature 
difference between this value and the average �̅�𝑖 of 
temperatures 𝑇𝑖 at 𝑡 = 0. 

Next, to quantify variations in temperature in 
relation to the mean, providing insights into thermal 
fluctuations, the standard deviations SD are calculated 
using Eq. (11). 

 

𝑆𝐷(𝑡)  = √
1

𝑛
∑(𝑋𝑖(𝑡) − �̅�)2

𝑛

𝑖=1

 (11) 

where 𝑖 represents the thermocouple index (from 1 to 13 
along the length and from 1 to 5 along the width) and 𝑛 is 
the total number of considered thermocouples 

The results, varying with different ratios, are 
displayed in Figure 16. The analysis of this curves reveal 
that the uniformity of cooling varies depending on the 
cycles of jet activation and deactivation, facilitating heat 
transfer between hot and cold zones. A reduction in the 
mass flow rate ratio (𝑚𝑗̇ �̇�𝑎)⁄ , along with increased 

airflow, improves uniformity along the upper surface, 
reducing the average standard deviation  𝑆𝐷̅̅̅̅  (which 
represents the mean value of the recorded standard 
deviations from 0 to 800 s) from 6.4 °C to 2.8 °C. 
However, across the width of the block, 𝑆𝐷̅̅̅̅  increases 
from 2.8°C to 5.2°C with increased airflow. The 
orientation of the jets in the direction of gravity (180°), 
with a reduced cooling rate, eliminates the effect of air 
ratio, reducing 𝑆𝐷̅̅̅̅  from 4.8 °C to 3.3 °C longitudinally and 
from 5.2 °C to 3.8 °C laterally. 

 

 

Figure 16. Influence of flow ratio and jets orientation on top 
surface cooling uniformity 

 
4. 3. Influence of the size and distribution of water 
jets  
To limit the influence of other parameters, the evaluation 
of jet diameter and number of jets is conducted using 
experiments 3-6 from Table 1, with a fixed water flow 
and air flow as in the reference case, and the jets oriented 
against gravity. When the diameter of the jets is 
increased to 2 mm, the 𝐷ℎ/𝑑𝑗 ratio becomes 3.75, and the 

jet spacing ratio 𝐷𝑗/𝑑𝑗, will be 15. The influence of the 

number of jets and their diameters on the cooling of top 
surface is illustrated in Figure 17  

 

Figure 17. Influence of the size and distribution of water jets 
on top surface cooling 
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The analysis of these two parameters, presented in 
Figure 17, reveals that cooling with a tube of 7 jets 
significantly improves tracking of the setpoint as also 
shown in Figure 18 .  
 

 

Figure 18. Influence of the size and distribution of water jets 
on TCR tracking 

This observation aligns with previous experiments 
without cooling regulation and is consistent with 
literature [15], which emphasizes that an optimal 
number of jets allows for more effective cooling by 
avoiding excessive proximity or distance between the 
jets, promoting a more even distribution of wall cooling. 
This results in a reduction of the Mean Squared Error 
(MSE) from 11°C to 7°C and a reduction of the maximum 
deviation from 33°C to 20°C with an average number of 
jets. These conclusions also apply to heat exchange at the 
wall, where increasing the number of jets does not 
increase the intensity of heat exchange (Figure 19). 

Regarding the effect of changing the diameter, 
which significantly affects jet velocity, it is observed on 
Figure 17 and Figure 18 that reducing jet velocity allows 
better tracking of the TCR, reducing the MSE from 11°C 
to 4.9°C for 4-jet tubes and from 9 °C to 4.9 °C for 19-jet 
tubes. This improvement is due to the slowed cooling 
resulting from reduced jet velocities. Given that the TCR 
is 15°C/min, using lower jet velocities is better suited to 
this type of cooling. However, if the imposed TCR 
exceeds 20°C/min, the effect is reversed, and the system 
can no longer follow the imposed TCR setpoint, as 
previously observed with unregulated flows. 

 

Figure 19. Influence of the size and distribution of water jets 
on heat exchanges at the wall 

The heat exchange curves at the wall on Figure 19 
confirm these observations, showing a significant loss of 
heat exchange intensity with larger diameters, 
decreasing from 482°C/min to 100°C/min for 4-jet 
tubes, with a less pronounced effect for 19-jet tubes, 
proportional to the difference in jet velocities. 

Regarding uniformity in Figure 20, although the 
configuration with 7 jets improves uniformity along the 
length of the inner wall, this advantage is not observed 
on the upper surface.  

 

Figure 20. Influence of the size and distribution                             
of water jets on top surface cooling uniformity 

On the other hand, increasing the diameter 
reduces the cooling rate, improving homogeneity in 
width and on the upper surface 𝑆𝐷̅̅̅̅  decreases from 5.6°C 
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to 2.4°C. The results suggest complexity in the 
relationship between flow parameters and cooling 
homogeneity. It should be noted that the shape of the 
curve for the 7-jet configuration in Figure 20 is primarily 
due to the position of the reference line in width, 
coinciding exactly with the central jet of the 7-jet 
configuration, allowing for better cooling of this line. 
However, this does not imply that this configuration 
results in superior uniformity in width on the upper 
surface, as the improvement of this criterion is directly 
related to the position of the jets and the cooling rate. 
 

5. Conclusion 
The comprehensive analysis of cooling 

mechanisms through impinging jets within the context of 
thermal regulation reveals several crucial findings. The 
meticulously calibrated experimental setup, 
characterized by different hydraulic and aerodynamic 
parameters, provides a solid foundation for the thorough 
analysis of heat exchange distribution in the impinging 
jet cooling system with transverse airflow. The 
numerical approach accurately quantifies heat transfers 
at the wall impacted by fluid flows, showing remarkable 
comparisons between experimental data and numerical 
results. The orientation of jets relative to gravity, the 
mass flow rate ratio (𝑚𝑗̇ �̇�𝑎)⁄ , and jet diameter 

significantly influence cooling performance. Jets 
oriented against gravity favour even cooling 
distribution, while smaller jet diameters enable better 
low TCR tracking. Temperature uniformity on the upper 
surface of the test element is extensively evaluated, 
showing variations in uniformity depending on 
parameters, with longitudinal gains in uniformity and 
lateral losses, depending on jet orientation and flow rate 
ratio. 

An optimal configuration, derived from this study, 
involves a tube with 7 jets spaced 30mm apart and a 
diameter of 1mm, oriented against the direction of 
gravity. This setup appears most suitable for imposed 
cooling rates between 10 and 20°C/min. However, this 
configuration requires adjustment if the imposed rate is 
lower or higher than this range to maintain optimal 
cooling performance. 

In summary, this research contributes to a better 
understanding of impinging jet cooling mechanisms 
while identifying optimization opportunities to ensure 
efficient and uniform thermal management. These 
findings offer promising prospects for designing more 
effective cooling systems in various industrial 
applications, particularly in the field of thermoplastic 

matrix composite materials, where precise temperature 
control is essential for ensuring product quality. The 
ongoing commitment to addressing these cooling 
challenges will contribute to improvements in industrial 
manufacturing processes. 
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