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Abstract - The turbulent flow of liquid steel in a slab mold was 
characterized using a commercial nozzle through physical 
water-model experiments and four turbulent models: 𝑘 − 𝜀 
Realizable (RKE), Detached Eddy Simulation (DES), Scale-
Adaptive Simulation (SAS), and Large Eddy Simulation (LES). 
The comparison between numerical results and the 
experimental measurements (using Ultrasound Velocimetry) 
permitted the characterization of flow structures along a sub 
meniscus region, (of great importance for flux-dragging 
phenomena) In general, all four models predict characteristic 
unsteady state turbulent flows. However, the 𝑘 − 𝜀 Realizable 
and DES models fail to predict instabilities in the internal flow 
of the nozzle, overpredicting sub-meniscus velocities in the mold. 
On the other hand, the SAS and LES models manage to predict 
the instabilities and changes in the internal flows inside the 
nozzles that occur at high frequencies and achieve an excellent 
agreement with the experimental velocity profiles. With the 
analysis of the results obtained, it is possible to say that the SAS 
model produces performances like those of the LES model with 
less computing effort and less cost. 

 
Keywords: Turbulent flow, Turbulence models, 
Turbulent characterization, Fluid flow structure, 
Meniscus region. 
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1. Introduction 
Fluid flow structures in steel slab continuous 

casting molds are most important as they define product 
quality and caster productivity. Turbulent conditions 
driven by the discharging liquid jets originate from 
unsteady flows characterized by vortexes and eddies 
with a broad spectrum of sizes and energies. 
Uncontrolled flows lead to slab defects like slivers 
formed by the dragging action of mold powder due to 
high, near-meniscus liquid velocity [1]-[3]. Heat transfer 
and shell solidification patterns may induce longitudinal 
cracks [4], [5], and strand breakouts originate in the 
region of the gap between the nozzle and the mold wall 
due to uneven heat fluxes [6]-[8]. Addressing the 
dynamics of turbulent flows in the mold is the motive of 
reports and publications using physical models and 
mathematical simulations. Vanka et al. [9], [10] 
characterized these flows through simulations using the 
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Direct Navier-Stokes (DNS) approach [11], [12] and 
Particle Image Velocimetry (PIV) measurements of 
velocity fields in a water model. Their report provides 
the finest structures yielded by the DNS of the flow 
exceeding the resolution of the PIV fields. However, the 
computer requirements are only available for scientists 
in the turbulent flow area. S.M. Cho et al. [11] built a 
combined mathematical model consisting of the Large 
Eddy Simulation (LES) [13] and the Volume of Fluid 
(VOF) [14] to study the transient flow and the slag 
behavior during the casting time. The authors reported 
severe irregularity and unsteady flows using upwards 
port angles. Yuan et al. [15] used a 0.4 downscaled water 
model to test the reliability of the LES model to predict 
the velocity fields determined through PIV 
measurements finding a good matching. 

The studies related to direct performance 
comparisons between different turbulence models 
applied to fluid flow in the molds are scarce, though 
there are important contributions oriented to this task. 
Choudhary et al. [16] tested the LES model against two 
RANS models, the standard k-ε model (SKE) [17] and the 
Realizable k-ε model (RKE) [18]. The three models were 
tested against measurements of velocity fields using PIV 
techniques in a downscaled water model (0.4 scale). 
They found that the LES model outperforms the SKE and 
RKE models in their prediction capabilities of the 
velocity fields, and the SKE model does it over the RKE 
model. These last findings contradict the work of 
Gonzalez-Solórzano [19] who reported that the RKE 
model predicts well the experimental unsteady state 
velocity fields in a full-scale water model. (Lan et al. [20] 
applied six k-ε models [17], [21]-[24] to the 
experimental fluid flow data of a billet mold water-model 
obtained through Laser Doppler Velocimetry techniques 
(LDV). Their findings report that the low and high 
Reynolds numbers predict the trends of the axial 
velocities and the associated kinetic energy. However, 
the low Reynolds number model outperformed the high 
Reynolds number model in the predictions of turbulent 
kinetic energy. In regions out of the axial positions. In 
general, the model Chien [24] provided consistent 
results, and the errors, compared with the experimental 
measurements, were among the smallest. Kratzsch [25] 
tested the performances of the Unsteady Reynolds 
Averaged Navier-Stokes models (URANS) models such 
as the SKE [17], the RNG k-ε [26], the RKE [18] and the 
SST k-ω [27]. The authors claim a reasonable agreement 
with the experimental averaged velocity and the 
structure of the flow with any of these models. However, 

the RNG k-ε and the k-ω SST model using second-order 
discretization schemes rendered the most accurate 
results. Gregorc et al. [28] used a billet full-scale water 
model and PIV technique to test the flow structure 
prediction capability of the model RKE [18], SST k-ω 
[27], the scale resolved LES [13] and hybrid Scale 
Adaptative Simulation (SAS) models [29]. Their results 
indicated that the four models yielded acceptable 
predictions of velocity fields. There is no appreciable 
flow structure dependence on time, even when using 
unsteady RKE and SST k-ε models. The SAS and LES 
models render unsteady flows through all the simulation 
time. 

The present work deals with the fluid flow 
structure of liquid steel in a continuous casting slab 
mold, testing the RKE, LES, DES, and SAS models against 
the experimental flow structure characterization 
performed along a sub meniscus region using Ultrasound 
Velocimetry techniques. Various goals are on sight: 

a) The capability of the RKE to predict unsteady 
fluid flow conditions. 

b) The quantification of the gap between a RANS 
model and a scale-resolved LES model. 

c) Assessment about the possibility of using the SAS 
model over more demanding computing efforts 
like the LES model. 

d) The performance of the DES model compared 
with resolved scale and RANS models.  

The following lines provide detailed explanations 
about the frame of the work, the experimental and 
mathematical approaches, the discussion, and the 
conclusions. 

2. Turbulence Models 
2.1. The 𝒌 − 𝜺 Realizable Model 

The Realizable k-ε Model (a Reynolds Averaged 
Navier-Stokes, RANS Model) can predict complex flows 
[18]. The key feature of this turbulence model is the 
combination of the Boussinesq relationship with the 
classical eddy-viscosity definition [30] expressed by the 
following expression for the normal Reynolds stresses 
corresponding to an incompressible strained flow, 

�̅�𝑖
2 =

2

3
𝑘 − 2𝜈𝑡

𝜕𝑢

𝜕𝑥
                                    (1) 

the turbulent viscosity 𝜈𝑡 =
𝜇𝑡
𝜌⁄  permits the 

calculation of the normal stress given in Equation (1). 
This stress should be a positive quantity. However, it can 
be negative, i.e., "non-realizable," when matching the 
following condition for the strain rate: 
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k

ε

∂�̅�𝑖
∂x

>
1

3Cμ
≈ 3.7                                (2) 

 
Thus, under these conditions, the Schwarz 

inequality [31] expressed by 

(𝑢𝛼𝑢𝛽)
2
< 𝑢𝛼2𝑢𝛽

2̅̅ ̅̅ ̅̅ ̅      (Einstein's rule does not 

apply to α and β)                                                       (3)    
 
is violated when the mean strain rate is large. The 

advisable way to avoid negative normal stresses and the 
violation of the Schwarz inequality is to make the 
“constant” Cμ a variable sensible to the mean 
deformation rate quantified by the k and ε fields, as 
explained below.  

Therefore, the equations of continuity and 
momentum transfer and the equations of turbulent 
kinetic energy and its dissipation rate are the following. 

Considering water as an incompressible fluid, the 
mass continuity equation is, 

𝜕�̅�𝑖
𝜕𝑥𝑖

= 0                                                   (4) 

 
The corresponding balance of momentum is, 

𝜕

𝜕𝑡
(𝜌�̅�𝑖) +

𝜕

𝜕𝑥𝑖
(𝜌�̅�𝑖�̅�𝑗)006_files\image008. png

= −
𝜕𝑝

𝜕𝑥𝑖

+
𝜕

𝜕𝑥𝑗
[𝜇 (

𝜕�̅�𝑖
𝜕𝑥𝑗

+
𝜕�̅�𝑗

𝜕𝑥𝑖
−
2

3
𝛿𝑖𝑗
𝜕�̅�𝑗

𝜕𝑥𝑖
)]

+
𝜕

𝜕𝑥𝑗
(−𝜌𝑢𝑖

´𝑢𝑗
´̅̅ ̅̅ ̅) + 𝜌𝑔𝑖               (5) 

 
The equations (4)-(5) form an unclosed system 

since the penultimate term, known as the Reynolds 
stresses, would require another six equations for 
completeness. To close the system, the turbulent 
viscosity hypothesis through the Boussinesq expression 

[32] lets writing these stresses as, 

−𝜌𝑢𝑖
´𝑢𝑗
´̅̅ ̅̅ ̅ = 𝜇𝑡 (

𝜕�̅�𝑖
𝜕𝑥𝑗

+
𝜕�̅�𝑗

𝜕𝑥𝑖
) −

2

3
(𝜌𝑘 + 𝜇𝑡

𝜕�̅�𝑘
𝜕𝑥𝑘

) 𝛿𝑖𝑗     (6) 

 
the turbulent kinetic energy, k, and its dissipation 

rate, ε, balances are. 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘�̅�𝑖)

=
𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡
𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑖
] + 𝐺𝑘 − 𝜌𝜀    (7) 

Where Yk=ρε, the dissipation rate of the kinetic 
energy. 
𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖
(𝜌𝜀�̅�𝑖)

=
𝜕

𝜕𝑥𝑖
[(𝜇 +

𝜇𝑡
𝜎𝜀
)
𝜕𝜀

𝜕𝑥𝑖
] + 𝜌𝐶1𝜀𝑆̅𝜀

− 𝜌𝐶2𝜀
𝜀2

𝑘 + √𝜈𝜀
                                  (8) 

 The pseudo constant C1 is maximized among the 
following set,  

𝐶1 = 𝑚𝑎𝑥  [0.43,
𝜂

𝜂 + 5
] , 𝜂 = 𝑆̅

𝑘

𝜀
,

𝑆̅ = √2𝑆�̅�𝑗𝑆�̅�𝑗                      (9) 

 
The turbulent viscosity is calculated, as in all k-𝜀  

family models, by 

        𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
                                          (10) 

 
However, the difference between the realizable k-

ε and the standard k-ε (SKE) and RNG k-ε models is that 
the Cμ is no longer a constant. Instead, it is computed 
from the following expression. 

𝐶𝜇 =
1

𝐴0 + 𝐴𝑆
𝑘𝑈∗

𝜀

                                     (11) 

 
where, 

𝑈∗ = √𝑆�̅�𝑗𝑆𝑆�̅�𝑗 + Ω̃𝑖𝑗Ω̃𝑖𝑗                          (12) 

 
and 

Ω̃𝑖𝑗 = Ω𝑖𝑗 − 2𝜖𝑖𝑗𝑘𝜔𝑘                               (13) 

Ω𝑖𝑗 = Ω̅𝑖𝑗 − 𝜖𝑖𝑗𝑘𝜔𝑘                                  (14) 
 
Ω̅𝑖𝑗 is the mean rate-of-rotation tensor seen from a 

moving reference frame with the angular velocity ωk, and 
𝜖𝑖𝑗𝑘 is the Civi-Levita symbol. The model constants A0 

and AS are as follows: 

𝐴0 = 4.04         𝐴𝑆 = √6 cos𝜙         (15) 
 
The parameters of the model have the following 

expressions: 

𝜙 =
1

3
 𝑐𝑜𝑠−1(√6𝑊),      𝑊 =

𝑆𝑖𝑗𝑆𝑗𝑘𝑆𝑘𝑖

�̃�3
,   �̃� =

√𝑆�̅�𝑗𝑆�̅�𝑗  ,                                                                      (16)     
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The term Gk, in Equation (7), is the production of 
the turbulent kinetic energy originated by the 
interaction between the Reynolds stresses and the mean 
flow (following the Boussinesq hypothesis) given by, 

𝐺𝑘 = −𝜌𝑢𝑖´𝑢𝑗´
̅̅ ̅̅ ̅ 𝜕�̅�𝑗

𝜕𝑥𝑖
= 𝜇𝑡𝑆̅

2                   (17) 

where 𝑆̅ = √2𝑆�̅�𝑗𝑆�̅�𝑗.  The mean deformation rate 

tensor 𝑆�̅�𝑗 is 

𝑆�̅�𝑗 =
1

2
(
𝜕�̅�𝑖
𝜕𝑥𝑗

+
𝜕�̅�𝑗

𝜕𝑥𝑖
)                           (18) 

 
Once knowing the fields of k and ε is possible to 

calculate the turbulent viscosity through 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
                                           (19) 

 
The model constants have the following values: 

C1ε=1.44, C2ε=1.92, σk=1.0, and σε=1.2.  
The RANS models, such as the RKE model, have 

two main characteristics, the computed fields are 
averaged in time, missing the effects of the turbulent 
fluctuations- Second, the capture of the turbulent flow 
structure, including the smallest eddies, is not possible 
even using very small mesh sizes at a high computing 
cost. Hence, other models for studying the flow 
structures are in demand if required. 

 

2.2. The Large Eddy Simulation (LES) Model 
Turbulent flows have wide ranges of length and 

time scales, and the largest eddies have sizes comparable 
to the characteristic length of the mean flow. In contrast, 
the smallest eddies dissipate the turbulent kinetic 
energy. The large eddies transport momentum, mass, 
energy, and other passive scalars. Their sizes depend on 
the system's geometry and the specific boundary 
conditions. The smallest eddies are less dependent on 
the geometry and size of the system, are isotropic, and 
hence more universal. The latter feature allows for 
finding a universal turbulence model for these smallest 
sizes. Therefore, the approach used by the LES model 
consists of proceeding with the simulation of the large 
eddies and modeling the smallest eddies. The 
discrimination between large and small eddies is 
possible through the mathematical filtration of the 
continuity and momentum equations. The filtration of a 
variable 𝜙 is. 

�̿�(𝒙) = ∫𝜙(𝑥)
′

𝐺𝑥, 𝑥′𝑑𝑥′                 (20) 

 
in terms of the finite volume computational 

scheme, the filtration of this variable is. 

�̿�(𝒙) =
1

𝑉
∫𝜙(𝑥´)𝑑𝑥´ ,    𝑥´𝜖𝑣           (21) 

 

Where 𝑉 is the volume of the computational cell, 
implicitly the filtration function 𝑮(𝒙, 𝒙)' is 

𝑮(𝒙, 𝒙´) = {{
1

𝑉
          𝑥′𝜖𝑣

0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                 (22) 

 
thus, filtering the Navier Stokes equations using 

(21) yields, 
𝜕

𝜕𝑥𝑖
(�̿�𝑖) = 0                                        (23) 

𝜕

𝜕𝑡
(𝜌�̿�𝑖) +

𝜕

𝜕𝑥𝑗
(𝜌�̿�𝑖�̿�𝑗) = − 

𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
𝜏𝑖𝑗 −

𝜕𝜏𝑖𝑗
𝑅

𝜕𝑥𝑗
       (24) 

 
The stress tensor due to the viscous momentum 

transfer is, 

𝜏𝑖𝑗 = [𝜇 (
𝜕𝑢̿̿̿̿ 𝑖
𝜕𝑥𝑗

 + 
𝜕�̿�𝑗

𝜕𝑥𝑖
)] −

2

3
𝜇
𝜕

𝜕𝑥𝑗
𝛿𝑖𝑗     (25) 

 
The sub-grid-scale stress tensor is 

𝜏𝑖𝑗
𝑅 = 𝜌�̿�𝑖�̿�𝑗̅̅ ̅̅ ̅ − 𝜌�̿�𝑖�̿�𝑖                              (26) 

 
These stresses, like the Reynolds stresses, are 

unknown. Therefore, the Boussinesq hypothesis is 
helpful again to close the system in its version: 

𝜏𝑖𝑗
𝑅 = −2𝜇𝑡𝑆�̿�𝑗 +

1

3
𝜇𝑡𝜏𝑘𝑘𝛿𝑖𝑗                (27) 

 
The filtered strain rate tensor will be. 

𝑆�̿�𝑗 =
1

2
(
𝜕�̿�𝑖
𝜕𝑥𝑗

+
𝜕�̿�𝑗

𝜕𝑥𝑖
)                           (28) 

 
To calculate the turbulent viscosity employed in 

the computations of the residual stresses in Equation 
(27), the Wall-Adapting Local Eddy-Viscosity (WALE) 
model is preferable over the Smagorinsky and 
Smagorinsky-Lilly models [33] 



 40 

𝜇𝑡 = 𝜌𝐿𝑆
2

(𝑆𝑖𝑗
𝑑𝑆𝑖𝑗

𝑑)
3/2

(𝑆�̿�𝑗𝑆�̿�𝑗)
5/2

+ (𝑆𝑖𝑗
𝑑𝑆𝑖𝑗

𝑑)
5/4
     (29) 

 
where 𝐿𝑆  and 𝑆𝑖𝑗

𝑑  in the WALE model are, 

𝐿𝑆 = 𝑚𝑖𝑛(𝜅𝑑, 𝐶𝑤𝑉
1/3)                      (30) 

𝑆𝑑
𝑖𝑗
=
1

2
(�̅�𝑖𝑗

2 + �̅�𝑖𝑗
2 ) −

1

3
𝛿𝑖𝑗�̅�𝑘𝑘

𝑒 ,                          �̅�𝑖𝑗

=
𝜕�̅�𝑖𝑗

𝜕𝑥𝑗
                                 (31) 

where 𝑉 is the computational cell volume. 
 

2.3. The Detached Eddy Simulation (DES) Model 
This hybrid model combines a RANS model in the 

boundary layer flow and the LES for the outside of this 
flow. The LES region is associated with the core of the 
turbulent, where large and unsteady eddies dominate 
the transport of kinetic energy. In the boundary layer 
where viscous stresses dominate, eddies become 
smaller, dissipating the kinetic energy, and the RANS 
model is more appropriate to diminish the number of 
computing cells. Therefore, the DES model deals with 
high Reynolds wall-bounded flows without the high cost 
of the LES model resolving the near-wall with fine 
computing meshes demanding large memory 
capabilities. 

In the present work, the RANS model of choice is a 
modified Realizable k-ε model, described above, to 
simulate the near-wall flow. The modification consists of 
using a different dissipation energy term Yk in the 
balance of k: 

𝑌𝑘 =
𝜌𝑘1/2

𝑙𝑑𝑒𝑠
                                            (32) 

𝑙𝑑𝑒𝑠 = 𝑚𝑖𝑛(𝑙𝑟𝑘𝑒, 𝑙𝑙𝑒𝑠)                          (33) 

𝑙𝑟𝑘𝑒 =
𝑘1/2

𝜀
                                            (34) 

𝑙𝑙𝑒𝑠 = 𝐶𝑑𝑒𝑠∆𝑚𝑎𝑧                                    (35) 
 
Where Cdes is a constant with a value of 0.61, and 

Δmax is the maximum local mesh spacing (Δx, Δy, Δz). 
When ldes=lrke, the term of dissipation rate Yk of Equation 
(7) is recovered. 

 
2.4. The Scale-Adaptive Simulation (SAS) Model 

The SAS model damps the resolved structure at 
high wavenumbers (the smallest eddies) of the kinetic 
energy spectrum until the limit resolution of the mesh. 

The main unknown of the turbulent kinetic energy 
balance is the dissipation rate of kinetic energy, ε, and its 
determination requires the solution of another transport 
equation. Therefore, the turbulent kinetic energy, k, is 
fundamental to determining the flow structures whose 
transport equation includes the dissipation rate of the 
kinetic energy, 𝜀, in conventional URANS models. For 
example, in the k-ω turbulence model, ω (𝜀/𝑘, the eddy 
frequency) is modeled under analogy to the k equation 
(is the same for the balance of ε in the k-ε models) using 
purely dimensional and heuristic approaches. Instead of 
using the same approach [34], Rotta [29] derived a 
balance for the product between the kinetic energy and 
the integral length scale, kL. However, Rotta introduced 
a third-order derivative of the velocity field in his 
derivation, leading to difficulties and tedious procedures 
in implementing this derivative into CFD codes. To avert 
this condition, Egorov and Menter [29] modified their 
SST model to become the SST-SAS model, deriving 
balances for k and ω according to: 

𝜕𝜌𝑘

𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝑘)

𝜕𝑥𝑖
= 𝐺𝑘 − 𝜌𝐶𝜇𝑘𝜔

+
𝜕

𝜕𝑥𝐽
[(𝜇 +

𝜇𝑡
𝜎𝑡
)
𝜕𝑘

𝜕𝑥𝑗
]        (36) 

 

   
𝜕𝜌𝜔

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝜔) = 𝛼

𝜔

𝑘
𝐺𝑘 − 𝜌𝛽𝜔

2 + 𝑄𝑆𝐴𝑆 +

𝜕

𝜕𝑥𝑖
[(𝜇 +

𝜇𝑡

𝜎𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] + (1 − 𝐹1)

2𝜌

𝜎𝜔,2

1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
          (37) 

 
The generation of the turbulent kinetic energy is, 

𝐺𝑘 = 𝜇𝑡𝑆
2. The main difference between the SST-RANS 

and the SST-SAS models (or simply, the SAS model) is the 
term QSAS; σω2 and σω are the same as the SST model. The 
QSAS term is: 

𝑄𝑆𝐴𝑆

= 𝑚𝑎𝑥 [𝜌𝜂2𝜅𝑆
2 (

𝐿

𝐿𝑣𝜅
)
2

− 𝐶
2𝜌𝑘

𝜎Φ
𝑚𝑎𝑥 (

1

𝜔2
𝜕𝜔

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
,   
1

𝑘2
𝜕𝑘

𝜕𝑥𝑗

𝜕𝑘

𝜕𝑥𝑗
) , 0]  (38) 

 

This SAS source term originates from a second-
order derivative in Rotta's transport equations, 
including a source/sink term. 

The computing of the integral scale in the SAS 
model is through the previous knowledge of the k and ω 
fields, 



 41 

𝐿 =
√𝑘

(𝐶𝜇
1/4
𝜔)
                                     (39) 

The Von Karman length scale, Lvκ (a three-
dimensional generalization of the classic boundary layer 
theory of Schlichting) [35], helps to evaluate the local 
flow degree of inhomogeneity. Its 3D expression is like 
that given for the hydrodynamics of a boundary layer: 

𝐿𝑣𝜅 = 𝜅 |
𝑈′

𝑈"
|                                    (40) 

 
where, 

𝑈´ = 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗                     (41𝑎) 

𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
)                (41𝑏) 

𝑈" = √
𝜕2𝑈𝑖

𝜕𝑥𝑘
2

𝜕2𝑈𝑖

𝜕𝑥𝑗
2                       (42) 

The model constants are 𝜂2 = 3.51, 𝜎Φ =
2

3
, 𝑎𝑛𝑑 𝐶 = 2. In the logarithmic-law part of the 

boundary layer, the von Karman constant is 𝜅 =
0.41 and thus L=Lvκ. The model controls the high 
wavenumber damping through the following 
expression: 

𝐿𝑣𝜅 = 𝑚𝑎𝑥 [𝜅 |
𝑈´

𝑈´´ 
|,   𝐶𝑆√

𝜅𝜂2

(𝛽/𝐶𝜇) − 𝛼
∙ ∆]    (43𝑎) 

∆= Ω𝐶𝑉
1/3
                                      (43𝑏) 

ΩCV is the control finite volume size. This limiter is 
useful to damp the finest resolved turbulent fluctuations. 
The equilibrium eddy viscosity, derived from a balance 
between the production and destruction of the kinetic 
energy, is: 

𝜇𝑡
𝐸𝑄 = 𝜌 ∙

(

  
 √

((
𝛽

𝐶𝜇
) − 𝛼)

𝜅𝜂2
∙ 𝐿𝑣𝜅

)

  
 

2

∙ 𝑆            (44) 

The structure of this formula is very similar to 
Smagorinski's sub-grid-scale eddy-viscosity of the Large 
Eddy Simulation, LES model [36] 

𝜇𝑡
𝐿𝐸𝑆 = 𝜌 ∙ (𝐶𝑆∆)

2 ∙ 𝑆                                   (45) 
Therefore, the limiter imposed on the magnitude 

of Lvκ magnitude must prevent the SAS eddy viscosity 

from decreasing below the LES sub-grid scale-eddy 
viscosity: 

𝜇𝑡
𝐸𝑄 ≥ 𝜇𝑡

𝐿𝐸𝑆                                         (46) 
The limiter imposed on the Lvκ value must prevent 

the SAS eddy viscosity from decreasing below the LES 
sub-grid-scale eddy viscosity. 

The SAS model identifies the asymmetry of the 
inhomogeneous flow characterized by large velocity 
gradients through the Von Karman scale Lvκ; when this 
scale decreases in the resolved eddies, the ratio (L/Lvκ) 
increases, making the term QSAS a great contributor to the 
increase in the magnitude of the ω and the ε fields since 
𝜔 = 𝜀 𝑘⁄ . These changes are accompanied by the 

simultaneous decreases of the turbulent kinetic energy, 
k, and the turbulent viscosity μt magnitudes so that the 
modeled dissipation (i.e., the damping effects) of the 
turbulent viscosity on the resolved fluctuations is 
minimal. The regions with fine meshing receive a larger 
contribution from the QSAS term resulting in the 
generation of turbulence-spectra variables. Besides, the 
SAS model is a valuable tool for studying the coherent 
structures of turbulent flows [37]. The velocity fields and 
the velocity gradient tensor can compute the Q criterion, 
which helps define the preponderance of rotational or 
deformation conditions of inhomogeneous flows. Thanks 
to the structure of the SAS model it became an improved 
URANS model with a performance, apparently just below 
or even at the same level as the LES model but with less 
demanding computing resources and more information 
regarding the flow structure.  

 
2.5. Boundary conditions and computing 

parameters 
The link between the wall and the outer flow from 

the boundary layer is through the log-wall function. The 
no-slipping boundary condition applies to all walls in the 
system. For considering the presence of the upper layer 
phase, the shear boundary condition applies on the bath 
surface. A pressure boundary condition in the outlet 
governs fluid exit outside the mold. Table 1 shows the 
computing parameters employed in all four models. 
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Table 1. Computing procedures and numerical parameters. 

 
Realizabl

e 𝒌 − 𝜺 
DES 

Model 
SAS Model LES Model 

Parameter 
Descriptio

n 
/Value 

Descriptio
n 

/Value 

Descriptio
n 

/Value 

Descriptio
n 

/Value 

Constitutive 
equation 

URANS 
based on 

the 
realizable 
k-ε model. 

Hybrid 
RANS-LES 
based on 

the 
realizable 
k-ε model. 

URANS and 
the SST-SAS 

model. 

The LES 
equations 

are derived 
formally by 
applying a 
low pass-

filter to the 
Navier-
Stokes 

equations. 

Gradient 
derivates 

Green-
Gauss node 

based 

Least 
Squares cell 

based 

Least 
squares cell 

based 

Green-
Gauss node 

based 
Pressure 

fields 
Body Force 
Weighted 

Body Force 
Weighted 

Body Force 
Weighted 

Body Force 
Weighted 

Pressure-
velocity 
couple 

PISO PISO PISO PISO 

Convergenc
e criterion 

0.0001 0.01 0.0001 0.01 

Transient 
formulation 

First Order 
Implicit 

Bounded 
second 
order 

implicit 

Bounded 
second 
order 

implicit 

Bounded 
second 
order 

implicit 
Spatial 

discretizati
on 

(Momentu
m) 

Second 
Order 

Upwind 

Second 
Order 

Upwind 

Bounded 
central 

differencing 

Bounded 
central 

differencing 

Mesh type 
Unstructure

d 
tetrahedral 

Unstructure
d 

tetrahedral 

Unstructure
d 

tetrahedral 

Unstructure
d 

tetrahedral 
Nodes 398488 398488 398488 398488 

Elements 2276970 2276970 2276970 2276970 

Skewness 

Average: 
0.10852 

Average: 
0.10852 

Average: 
0.10852 

Average: 
0.10852 

Standard 
Deviation: 
9.982𝑥10−002 

Standard 
Deviation: 
9.982𝑥10−002 

Standard 
Deviation: 
9.982𝑥10−002 

Standard 
Deviation: 
9.982𝑥10−002 

Orthogonal 
quality 

Average: 
0.92652 

Average: 
0.92652 

Average: 
0.92652 

Average: 
0.92652 

Standard 
Deviation: 
6.097𝑥10−002 

Standard 
Deviation: 
6.097𝑥10−002 

Standard 
Deviation: 
6.097𝑥10−002 

Standard 
Deviation: 
6.097𝑥10−002 

 
3. Physical Model 

The physical model consists of a full-scale water 
model of the slab mold made of transparent plastic 
sheets with dimensions shown in Table 2. The model 
replicates the existing industrial facility with a tundish 
holding a steel column of 1 m. The water flows by gravity 
downwards through the upper tundish nozzle (UTN), 
which connects with the sliding gate controlling the flow 
rate through the nozzle and the mold. The fluid is held in 
a tank below the working floor, equipped with a 
submerged pump to recirculate the water to the tundish 

top. A flow meter and a gate valve control the flow rate 
fed to the tundish in the vertical pipe transporting the 
fluid from the water tank to the tundish. During an 
experiment, a gate valve and a tundish sliding gate 
feeding the casting nozzle control the water flow rate 
provided in the mold. Before making any measurement, 
the model runs for 15 minutes until reaching a steady 
condition; then, the velocity measurements start. Figure 
1a is a general view of the complete full-scale model, and 
Figure 1b is a close view, including the UTN and the 
sliding gate.  

Table 2. Mold Dimensions. 

Description Value (m) 
Height 1.7 
Width 1.45 

Thickness 0.25 
 

 

Figure 1. Experimental Upper Tube Nozzle (UTN) and 
slide gate in the 1:1 scale water model. a) General view of the 
complete full scale water model, b) Close view, including the 
UTN and the sliding gate. 

The meniscus region of the liquid in the mold 
requires minimum level variations to maintain the slab 
surface free of surface cracks [38]-[40]. Thus, the flow 
structure in this region is significant. Therefore, a drilled 
hole, located at 20 mm below the static level of the liquid 
and practiced in the midface of one of the narrow mold 
faces, holds a 10 million Hz transducer to measure the 
instantaneous velocities along an imaginary line going 
from the mold narrow face to the outer nozzle wall. 
Figure 2 shows the experimental configuration. A set of 
selected points 1, 2, 3, 4, and 5 assist in characterizing 
the flow statistics. The software acquires the velocity 
files and transforms them into flow statistics like 
average, standard deviation, skewness, kurtosis, power 
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spectra, and auto/cross-correlations. Figure 3 shows the 
geometric dimensions of the nozzle tested in this work. 
Table 3 also shows the mold's operating conditions.  

 
Figure 2. Set up of the bath level sensors and the designated 

points to follow the flow structure. 

 

 
Figure 3. Geometry and dimensions of the analyzed nozzle. 

Table 3. Physical properties and experimental conditions. 

Parameter Value 
Casting speed, (m/min) 1.4 
Liquid flow rate, (l/min) 8.56 
Nozzle immersion, (m) 0.120 
Valve opening, length, 

(m2) 
2.57x10-3 

Pressure inlet, (Pa) 101 325 
Water viscosity, (Pa−s) 0.001003 
Water density, (kg/m3) 998.2 

 
 
 
 
 

4. Results and Discussion 
4. 1. General Fluid Flow Fields 

Figures 4a-4d shows the unsteady velocity profiles 
at the symmetrical-vertical plane of the mold predicted 
by the RKE, DES, SAS, and LES models, respectively. 
Figures 4e-4h show the velocity profiles ¾ a second later 
using the same models. The RKE model yields compact 
discharging jets with RANS-type velocity fields, without 
changes visible after such a short period, specifically at 
the top of the upper roll flows. The right-side, upper roll 
flow yields the highest magnitudes in the velocity scale. 
Although, as reported in another work, this model can 
predict well appreciable velocity changes in the mold 
after longer periods [41]. The DES model predicts more 
dispersed discharging jets than the RKE model, matching 
more closely the experimental observations of the jets 
revealed through the injection of a red dye tracer, as seen 
in Figures 5a-5d. There is a high velocity with a 
magnitude close to the maximum on the velocity scale in 
the upper roll flow on the left side. By comparing Figures 
4b and 4f, it is evident that this model can detect the flow 
pattern changes after short times, such as ¾ of a second. 
See, for example, the left and right mold sides. The right 
side shows a thicker and shortened discharging jet after 
the mentioned period. The lower roll flows predicted by 
this model yield streamlined characteristics. On the 
other hand, the SAS model has a large sensitivity to 
detect changes in the fluid flow field after a period of ¾ 
of a second, as observed in Figures 4c and 4g. Far from 
the characteristics of a RANS model, this model 
reproduces the instantaneous velocity fields in the upper 
and roll flows. The velocity fields near o close to the bath 
surface reported by this model are not as high as those 
predicted by the former models. The predicted lower 
flow rolls yield streamlined patterns. It is hard to say that 
the flow fields predicted by the LES model, Figures 4d 
and 4h exceed the performance predicted by the SAS 
model, Figures 4c and 4g. The LES model generally 
predicts slightly higher upper roll velocities in the near 
bath surface at both sides of the Submerged Entry Nozzle 
(SEN) than the SAS model. The lower roll flow model is 
very unstable, and after the short-mentioned period, it 
becomes streamlined. Again, the LES model resembles, 
like the DES and SAS models, the fluid flow patterns of 
frayed discharging jets observed in Figures 5a-5d.  
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Figure 4. Mathematical Velocity Vector fields in the central 
plane of the mold using different turbulence models at 

different times, a) RKE model at 60 s, b) DES model at 60 s, c) 
SAS model at 60 s, d) LES model at 60 s, e) RKE model at 

60.75 s, f) DES model at 60.75 s, g) SAS model at 60.75 s, h) 
LES model at 60.75 s. 

 
Figure 5. Tracer mixing in the mold model at different times 

after tracer injection, a) 0.5s, b) 1.5s, c) 3s, d) 4.5s. 

 
Figures 6a-6d show the outflow patterns of the 

liquid through the right and left nozzle ports using the 
RKE, DES, SAS, and LES models, respectively. The RKE 
and DES models predict unused flow areas in the upper 
side of both ports, while the SAS and LES model predict 
swirling clockwise and counter-clockwise flows leaving 
the nozzle. These effects originate in the opening pattern 
of the sliding gate reported in Figures 7a-7d for the RKE, 
DES, SAS, and LES models. The RKE model yields an 
unchanged flow pattern after a very short period of 0.25 
seconds, (it is important to mention that said statement 
is made since velocity vectors were analyzed every 0.25s 
of each model, managing to see the changes in the 
velocity field in such short time periods, reaching the 
previous statement). The RANS velocity field inside the 
nozzle reports the highest downward velocity on the 
side where the opening side of the sliding gate is. The 
streamlined pattern on the other side, opposite to the 

highest stream velocity, is not anymore observed in the 
flow field predicted by the DES model being substituted 
by a time-changing flow. Unlike the precedent RKE and 
DES models, the SAS and LES models have the sensitivity 
to predict changes in the internal fluid flow patterns of 
the nozzle during very short times. Therefore, intuitively, 
a turbulent flow inside the nozzle must yield short-time-
changing flow fields such as those predicted by the SAS 
and LES models. 

 

 

 

 

 

 

 

 

 

Figure 6. Flow through the ports of the nozzle using different 
turbulence models, a) RKE model, b) DES model, c) SAS 

model, d) LES model. 

 

 

 

 

 

 

 

 
Figure 7. Mathematical Velocity Vector fields in the 

longitudinal plane of the nozzle and 90° of the longitudinal 
plane using different turbulence models, a) RKE model, b) 

DES model, c) SAS model, d) LES model. 

Figures 8a-8d shows the velocity vector field 
calculated through the RKE, DES, SAS, and LES models at 
the horizontal plane in the mold 20 mm below the bath 
surface at 20 seconds of simulation. Figures 9a-9d show 
the same information 80 seconds after the fields shown 
in Figure 8, it is worth mentioning that the times 
mentioned above are after reaching the steady state. 
Comparing both figures allows us to make the following 
comments, 

 The RKE model tends to yield quasi-symmetric 
flows. The flows close to the narrow mold faces 
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show minor disorder, and the liquid's velocity 
vectors emerge smoothly to form the upper roll 
flow. 

 The DES model predicts non-symmetric flows, 
which aligns with the observations of the tracer 
injected in the water model. 

 Unlike the precedent two cases, the SAS model 
yields vortex flows surrounding the nozzle while 
the flows in the proximities of the mold's narrow 
faces look chaotic. The remoteness from the 
symmetric flow is also a result of this simulation. 

 Similar comments from the results of the SAS 
model apply to the fields predicted by the LES model. The 
vortex flows surround the nozzle. 
 

 
Figure 8. Mathematical velocity vector fields at the sub-
surface (20 mm below the free surface) using different 

turbulence models at 20 seconds of simulation, a) RKE model, 
b) DES model, c) SAS model, d) LES model. 

 

 
Figure 9. Mathematical velocity vector fields at the sub-
surface (20 mm below the free surface) using different 

turbulence models at 100 seconds of simulation, a) RKE 
model, b) DES model, c) SAS model, d) LES model. 

 

4. 2. Comparison between the Experimental and 
Numerical Results 

The line traced between the mold's narrow wall 
and the nozzle, described in the experimental section, 
works to compare the experimental and numerical 
results, see Figure 10 and 11. A shadowed gray region 
indicates the amplitude of the velocity profiles or 
standard deviations corresponding to the 
measurements, and black curves are the average of the 
measured velocities. The interrupted black curves 
correspond to the numerical averaged velocity profile. 
Figures 10a and 10b for the RKE and DES models, 
respectively, and Figures 11a and 11b for the SAS and 
LES models follow the same description. Each of the 
curves, plotted on the gray region, are the instantaneous 
velocities profiles with differences of five seconds, as 
indicated by the color’s scales in each curve. The RKE 
model overpredicts the velocities in the near meniscus 
region, as seen in Figure 10a. Many numerical velocity 
profiles fall outside the gray experimental area, yielding 
a numerical averaged profile that matches the gray 
region's upper boundary. Although, the maximum 
difference between the numerical and experimental 
averaged velocities is about 0.10 m/s. The DES model, 
Figure 10b, yields similar results, and the same 
comments are applicable in this case. The velocity 
profiles predicted by this model do not follow the 
smooth shapes observed in the results presented in 
Figure 10a. Indeed, Figures 8a-8b and 9a-9b show that 
velocities predicted by the models RKE and DES models 
are higher than the velocities predicted by the SAS and 
LES models in Figures 8c-8d and 9c-9d.  

The numerical predictions using the SAS model fall 
mostly inside the gray area corresponding to the 
standard deviations of the experimental velocities, 
providing higher reliability than the two precedent 
models. The averaged numerical and experimental 
velocity profiles do not have a perfect match. However, it 
is fair to say in favor of the SAS model, the same as the 
LES model, that the experimental and computational 
times do not coincide, which makes a difference. The LES 
model also predicts velocity profiles falling mostly inside 
the gray experimental area, and the numerical and 
experimental averaged velocity profiles mismatch 
slightly in the region close to the nozzle. Both models, 
SAS, and LES, predict non-smoothed velocity curves 
obeying the instantaneous nature of the turbulence.  
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Figure 10. Experimental and numerical velocity profiles of 
the liquid along the distance from the mold narrow face to 

the nozzle using different turbulence models, a) RKE model, 
b) DES model, (solid line= experimental average, dashed 

line= numerical average). 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 11. Experimental and numerical velocity profiles of 
the liquid along the distance from the mold narrow face to 

the nozzle using different turbulence models, a) SAS model, 
b) LES model, (solid line= experimental average, dashed line= 

numerical average). 

 
4. 3. Turbulence Characterization 

Characterizing the turbulent flow in the 
proximities of the meniscus in slab mold is helpful to 
understand the mechanisms involved in the flux 
dragging phenomena [42]-[44]. The characterization 
tools used in the present work are autocorrelation, 

cross-correlation, and Power Spectra Density (PSD). The 
autocorrelation function, a normalized autocovariance 
of the velocity profile along the imaginary line, helps to 
study the flow structure. This one-point correlation 
function is expressed by, 

𝜌𝑠 =
〈𝑢(𝑡)𝑢(𝑡 + 𝑠))〉

〈𝑢(𝑡)2〉
                                  (47) 

 
Therefore, applying Equation (47) to the 

measured velocity files makes possible the calculation of 
the autocorrelation function for the five points marked 
in Figure 2. Figures 12a-12e shows the autocorrelations 
corresponding to these five points. The autocorrelations 
indicate low-frequency turnarounds of the flow, and they 
do not decay to the level of zero. Points 4 and 5, the 
closest ones to the nozzle, yield the largest decay and a 
later recovery at long times, while the other points 
remain with relatively high correlations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. The auto-correlation function in different points 
along the distance from the mold narrow face to the nozzle, a) 

Point 1, b) Point 2, c) Point 3, d) Point 4, e) Point 5, 
(Reference points are indicated in Figure 2). 
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The power spectra density is defined as follows, 

𝑃𝑆𝐷 = ∫ 𝜌𝑠

+∞

−∞

𝑒−2𝜋𝑓𝑠𝑑𝑠                          (48) 

 
the PSD is the Fourier transform of the 

autocorrelation function. Regarding the time shifts and 
the frequency of the random velocities, Figures 13a-13e 
shows the Power Spectra Density (PSD) corresponding 
to the five points in the sub meniscus region. The lowest 
energy is located close to the mold's narrow face, where 
the velocities have the smallest magnitudes, as seen in 
Figure 8 and 9. The prominent peaks have very low 
frequencies, and others have significant frequencies but 
with very low energies, like points 1 and 3. The highest 
PSD is in point 4, where the vortex flows near the nozzle 
(see Figure 8 and 9). Given that point 4 has the highest 
PSD, discussing the cross-correlations between this 
point and the other four points is advisable. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13. Power Spectra Density, PSD, in different points 
along the distance from the mold narrow face to the nozzle, a) 

Point 1, b) Point 2, c) Point 3, d) Point 4, e) Point 5, 
(Reference points are indicated in Figure 2). 

The cross-correlations find relations between two 
different time series,  

 
[𝑥𝑖], 𝑖 = 1,2, … . , 𝑁,     𝑎𝑛𝑑      [𝑦𝑖], 𝑖

= 1,2, …… . , 𝑁                     (49) 
 
the cross-correlation is 

𝑅𝑥𝑦(𝑡) =
1

𝑁
∑𝑥𝑖𝑦𝑖+𝑗

𝑁

𝑖=1

                               (50) 

 
Figure 14 shows this information; as seen there, 

the highest cross-correlation of about 0.8 at time zero is 
between points 2-4 and 3-4. All the cross-correlations 
show a periodical behavior and remain above 0.4, except 
for the cross-correlation between points 4-5. The effects 
of the standing wave focused on point 4, with the highest 
PSD influencing all the autocorrelations in the line.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. The cross-correlation function along the distance 
from the mold narrow face to the nozzle between different 

points, a) Between point 1 and 4, b) Between point 2 and 4, c) 
Between point 3 and 4, d) Between point 5 and 4. 

Finally, the vortex structure complements the 
characterization structure of the flow through the Q 
criterion. The Q method involves calculating the complex 
eigenvalues of the gradient velocity tensor [45]. The Q 
criterion [46], [47] is appropriate for this work's vortex 
identification process. The velocity gradient tensor is 
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∇𝑢 = Ω𝑖,𝑗 + 𝑆𝑖𝑗

{
 
 

 
 𝑆𝑖𝑗 =

1

2
(
𝜕𝑣𝑖
𝜕𝑥𝑗

+
𝜕𝑣𝑗

𝜕𝑥𝑖
)

Ω𝑖,𝑗 =
1

2
(
𝜕𝑣𝑖
𝜕𝑥𝑗

−
𝜕𝑣𝑗

𝜕𝑥𝑖
)
}
 
 

 
 

       (51) 

 
The Q criterion is, therefore, 

𝑄 =
1

2
(Ω𝑖𝑗Ω𝑖𝑗 − 𝑆𝑖𝑗𝑆𝑖𝑗) =

1

2
 (‖Ω‖2 − ‖𝑆‖2)    (52) 

 

where ‖𝐒‖ = [𝑡𝑟(𝐒𝑺𝑻)]
1/2
, ‖Ω‖ = [𝑡𝑟(𝛀𝛀𝑻)]1/2, S 

and Ω are the symmetric and antisymmetric components 
of the velocity gradient tensor, ∇u. Thus, Q represents 
the local balance between shear strain rate and vorticity 
magnitudes. 

Figures 15a-15c shows the Q contours calculated 
by the DES, SAS, and LES models. The positive values 
mean that the vorticity deformation exceeds the linear 
dilation deformation. The DES model yields Q fields with 
magnitudes close to zero, indicated by the green areas. 
The SAS model predicts strong rotational deformations 
exceeding the dilation deformations, particularly in the 
regions approaching the nozzle. Meanwhile, the model 
LES yields Q intermediate magnitudes between those 
predicted by the DES and SAS models. The magnitudes of 
Q near the nozzle regions match the existence of the PSD 
peaks reported in Figures 13d and 13e.  

 

 

 

 

 

Figure 15. Q contours at the sub-surface (20 mm below 
the free surface) using different turbulence models, a) 

DES model, b) SAS model, c) LES model.    

Overall, the performances among the four 
turbulence models favor the SAS and LES models, 
followed by the DES and the RKE model in the last place. 
Table 4 shows the normalized computing times using the 
same machine. The last two models do not predict the 
instantaneous velocity fields inside the nozzle. Hence, 
these odels are helpful as approximations though they 
remain useful as nozzles design tools when the detail of 

the flow is not the primary goal. The most important 
results of these simulations are the performance of the 
SAS model, which employs fewer computing efforts and 
provides details of the flow structure and the LES model. 

Table 4. Computing time index. 
Turbulence 

Model 
Computing 
time Index 

Machine Characteristics 

RKE 0.37 
 Processor: Intel Xeon E5-
2650 v4 
 Cores: 12 
 Logical Processors: 24 
 Frequency: 2.20 GHz 
 Ram: 16Gb, 2400MHz 
 System Type: 64-bit 
Operating System 
 Windows 10 Pro 
Operating System, 20H2 
 Graphics card: NVIDIA 
Quadro K420, memory (VRAM) 
2007 MB. 
Storage Type: HDD 

DES 0.58 

SAS 0.73 

LES 1.00 

Note: The longest time for the LES model has the index base of 1. 

 
Based on the results obtained, it could be said that 

there are certain limitations, especially with the RKE and 
DES models, since these two models, despite predicting 
the unstable flow conditions in the mold, fail to predict 
the same conditions within the nozzle, they omit the flow 
structure. Furthermore, they overpredict velocity 
measurements in the meniscus area, which limits 
decision making, leading to wrong decisions due to the 
magnitudes obtained and the omission of the flow 
structure. 
 
5. Conclusions 

The performances of four turbulence, RKE, DES, 
SAS, and LES models are tested against the turbulence 
measurements in a full-scale water model of slab 
continuous casting mold. The conclusions derived from 
the results and the discussion of these activities are as 
follows: 

 The four models predict the unsteady state 
conditions characteristic of turbulent flows. 
Though, the RKE model requires longer times, 
such as one second, to detect changes in the 
flow patterns in the mold. 

 The RKE and DES models cannot predict the 
unsteady conditions inside the nozzle mold. 
The SAS and LES models predict fluid flow 
pattern changes with frequencies as high as 4 s-

1.  
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 The RKE and DES models overpredict the 
velocity field measured along a subsurface line 
20 mm below the bath surface, starting from 
the midface of the narrow wall mold to the 
nozzle. The SAS and LES models match very 
well the experimental velocity profiles. The SAS 
model performs similarly to the LES model with 
smaller computing efforts. 

 The autocorrelation-velocity profiles along the 
measuring line do not reach zero even after a 
long time. This effect means that the nozzle 
delivers the fluid with controlled turbulence 
and a stable flow structure. This nozzle is 
recommended to cast steel with velocities as 
high as 1.5 m/min or higher without danger of 
flux entrainment.  

 Other flow structure variables, such as the 
Power Spectra Density, report high energy-low 
frequency waves close to the nozzle, and the 
cross-correlations of the velocity 
measurements observe periodic behaviors 
without reporting magnitudes near zero.  

 The Q criterion predicted by the SAS and LES 
models used to evaluate the magnitudes 
between rotational and dilation deformations 
of the liquid indicates the existence of 
rotational and dilation deformations islands in 
regions approaching close to the nozzle. The 
SAS model yields similar performances as the 
LES model at a lower cost.   
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Nomenclature 
𝐶        Constant (-) 
𝑔        Gravity constant (m/s2) 
𝑘        Kinetic energy (m2/s2) 
𝐿        Length scale (m) 
𝑝        Pressure (Pa) 
𝑆        Scalar invariant of the strain rate tensor (s-1) 
𝑡        Time (s) 

𝑢        Instantaneous velocity (m/s) 
�̅�        Averaged velocity (m/s) 
�̿�        Filtrated velocity (m/s) 
𝑉        Cell volume (m3) 

 
Sub-Indexes 
𝑖𝑖       Autocorrelation (-) 
𝑆       Smagorinsky (-) 

𝑡       Turbulent (-) 
𝑉𝐾     Von Karman (-) 
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